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Names and addresses

Address Resolution Protocol

Address Resolution Protocol (ARP) is a telecommunications protocol used for resolution of network layer
addresses into link layer addresses, a critical function in multiple-access networks. ARP was defined by RFC 826 in
1982.1"1 It is Internet Standard STD 37. It is also the name of the program for manipulating these addresses in most

operating systems.

ARP has been implemented in many combinations of network and overlaying internetwork technologies, such as
[Pv4, Chaosnet, DECnet and Xerox PARC Universal Packet (PUP) using IEEE 802 standards, FDDI, X.25, Frame
Relay and Asynchronous Transfer Mode (ATM), IPv4 over IEEE 802.3 and IEEE 802.11 being the most common

cases.

In Internet Protocol Version 6 (IPv6) networks, the functionality of ARP is provided by the Neighbor Discovery
Protocol (NDP).

Operating scope

The Address Resolution Protocol is a request and reply protocol that runs encapsulated by the line protocol. It is
communicated within the boundaries of a single network, never routed across internetwork nodes. This property
places ARP into the Link Layer of the Internet Protocol Suite, while in the Open Systems Interconnection (OSI)
model, it is often described as residing between Layers 2 and 3, being encapsulated by Layer 2 protocols. However,

ARP was not developed in the OSI framework.

Packet structure

The Address Resolution Protocol uses a simple message format that contains one address resolution request or
response. The size of the ARP message depends on the upper layer and lower layer address sizes, which are given by
the type of networking protocol (usually IPv4) in use and the type of hardware or virtual link layer that the upper
layer protocol is running on. The message header specifies these types, as well as the size of addresses of each. The
message header is completed with the operation code for request (1) and reply (2). The payload of the packet
consists of four addresses, the hardware and protocol address of the sender and receiver hosts.

The principal packet structure of ARP packets is shown in the following table which illustrates the case of IPv4
networks running on Ethernet. In this scenario, the packet has 48-bit fields for the sender hardware address (SHA)
and target hardware address (THA), and 32-bit fields for the corresponding sender and target protocol addresses
(SPA and TPA). Thus, the ARP packet size in this case is 28 bytes. The EtherType for ARP is 0x806.



http://en.wikipedia.org/w/index.php?title=Telecommunication
http://en.wikipedia.org/w/index.php?title=Network_layer
http://en.wikipedia.org/w/index.php?title=Link_layer
http://en.wikipedia.org/w/index.php?title=Internet_Standard
http://en.wikipedia.org/w/index.php?title=Chaosnet
http://en.wikipedia.org/w/index.php?title=DECnet
http://en.wikipedia.org/w/index.php?title=PARC_Universal_Packet
http://en.wikipedia.org/w/index.php?title=IEEE_802
http://en.wikipedia.org/w/index.php?title=FDDI
http://en.wikipedia.org/w/index.php?title=X.25
http://en.wikipedia.org/w/index.php?title=Frame_Relay
http://en.wikipedia.org/w/index.php?title=Frame_Relay
http://en.wikipedia.org/w/index.php?title=Asynchronous_Transfer_Mode
http://en.wikipedia.org/w/index.php?title=IEEE_802.3
http://en.wikipedia.org/w/index.php?title=IEEE_802.11
http://en.wikipedia.org/w/index.php?title=Neighbor_Discovery_Protocol
http://en.wikipedia.org/w/index.php?title=Neighbor_Discovery_Protocol
http://en.wikipedia.org/w/index.php?title=Link_Layer
http://en.wikipedia.org/w/index.php?title=Internet_Protocol_Suite
http://en.wikipedia.org/w/index.php?title=Open_Systems_Interconnection

Address Resolution Protocol

Internet Protocol (IPv4) over Ethernet ARP packet

bit offset 0-7 8-15

0 Hardware type (HTYPE)

16 Protocol type (PTYPE)

32 Hardware address length (HLEN) | Protocol address length (PLEN)

48 Operation (OPER)

64 Sender hardware address (SHA) (first 16 bits)

80 (next 16 bits)

96 (last 16 bits)

112 Sender protocol address (SPA) (first 16 bits)

128 (last 16 bits)

144 Target hardware address (THA) (first 16 bits)

160 (next 16 bits)

176 (last 16 bits)

192 Target protocol address (TPA) (first 16 bits)

208 (last 16 bits)

Hardware type (HTYPE)
This field specifies the network protocol type. Example: Ethernet is 1.
Protocol type (PTYPE)

This field specifies the internetwork protocol for which the ARP request is intended. For IPv4, this has the

value 0x0800. The permitted PTYPE values share a numbering space with those for EtherType.[z]B]m

Hardware length (HLEN)
Length (in octets) of a hardware address. Ethernet addresses size is 6.
Protocol length (PLEN)

Length (in octets) of addresses used in the upper layer protocol. (The upper layer protocol specified in
PTYPE.) IPv4 address size is 4.

Operation

Specifies the operation that the sender is performing: 1 for request, 2 for reply.
Sender hardware address (SHA)

media address of the sender.
Sender protocol address (SPA)

internetwork address of the sender.
Target hardware address (THA)

media address of the intended receiver. This field is ignored in requests.
Target protocol address (TPA)

internetwork address of the intended receiver.

ARP protocol parameter values have been standardized and are maintained by the Internet Assigned Numbers
Authority (IANA)."]
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Address Resolution Protocol

Example

For example, the computers Matterhorn and Washington are in an office, connected to each other on the office local
area network by Ethernet cables and network switches, with no intervening gateways or routers. Matterhorn wants to
send a packet to Washington. Through other means, it determines that Washington's IP address is 192.168.0.55. In
order to send the message, it also needs to know Washington's MAC address. First, Matterhorn uses a cached ARP
table to look up 192.168.0.55 for any existing records of Washington's MAC address (00:eb:24:b2:05:ac). If the
MAC address is found, it sends the IP packet on the link layer to address 00:eb:24:b2:05:ac via the local network
cabling. If the cache did not produce a result for 192.168.0.55, Matterhorn has to send a broadcast ARP message
(destination FF:FF:FF:FF:FF:FF) requesting an answer for 192.168.0.55. Washington responds with its MAC
address (00:eb:24:b2:05:ac). Washington may insert an entry for Matterhorn into its own ARP table for future use.

The response information is cached in Matterhorn's ARP table and the message can now be sent.

ARP probe

An ARP probe is an ARP request constructed with an all-zero sender IP address. The term is used in the IPv4
Address Conflict Detection specification (RFC 5227). Before beginning to use an IPv4 address (whether received
from manual configuration, DHCP, or some other means), a host implementing this specification must test to see if
the address is already in use, by broadcasting ARP probe packets.

ARP announcements

ARP may also be used as a simple announcement protocol. This is useful for updating other hosts' mapping of a
hardware address when the sender's IP address or MAC address has changed. Such an announcement, also called a
gratuitous ARP message, is usually broadcast as an ARP request containing the sender's protocol address (SPA) in
the target field (TPA=SPA), with the target hardware address (THA) set to zero. An alternative is to broadcast an
ARP reply with the sender's hardware and protocol addresses (SHA and SPA) duplicated in the target fields
(TPA=SPA, THA=SHA).

An ARP announcement is not intended to solicit a reply; instead it updates any cached entries in the ARP tables of
other hosts that receive the packet. The operation code may indicate a request or a reply because the ARP standard

specifies that the opcode is only processed after the ARP table has been updated from the address fields. [0 7118]

Many operating systems perform gratuitous ARP during startup. That helps to resolve problems which would
otherwise occur if, for example, a network card was recently changed (changing the IP-address-to-MAC-address
mapping) and other hosts still have the old mapping in their ARP caches.

Gratuitous ARP is also used by some interface drivers to provide load balancing for incoming traffic. In a team of

network cards, it is used to announce a different MAC address within the team that should receive incoming packets.

ARP announcements can be used to defend link-local IP addresses in the Zeroconf protocol (RFC 3927), and for IP
address takeover within high-availability clusters.
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Address Resolution Protocol

ARP mediation

ARP mediation refers to the process of resolving Layer 2 addresses when different resolution protocols are used on
multiple connected circuits, e.g., ATM on one end and Ethernet on the others. A proposed standard for ARP

mediation is currently in draft status under the Internet Engineering Task Force."”!

Inverse ARP and Reverse ARP

Inverse Address Resolution Protocol (Inverse ARP or InARP) is used to obtain Network Layer addresses (for
example, IP addresses) of other nodes from Data Link Layer (Layer 2) addresses. It is primarily used in Frame Relay
(DLCI) and ATM networks, in which Layer 2 addresses of virtual circuits are sometimes obtained from Layer 2

signaling, and the corresponding Layer 3 addresses must be available before those virtual circuits can be used. 110!

Since ARP translates Layer 3 addresses to Layer 2 addresses, INARP may be described as its inverse. In addition,

InARP is implemented as a protocol extension to ARP: it uses the same packet format as ARP, but different

operation codes.

The Reverse Address Resolution Protocol (Reverse ARP or RARP), like InARP, translates Layer 2 addresses to
Layer 3 addresses. However, in InARP the requesting station queries the Layer 3 address of another node, whereas
RARP is used to obtain the Layer 3 address of the requesting station itself for address configuration purposes. RARP
is obsolete; it was replaced by BOOTP, which was later superseded by the Dynamic Host Configuration Protocol
(DHCP).M!

ARP spoofing and Proxy ARP

Because ARP does not provide methods for authenticating ARP

replies on a network, ARP replies can come from systems other Bouting under nomal operafion

than the one with the required Layer 2 address. An ARP proxy is a LAN LAN 4_,
system which answers the ARP request on behalf of another - - o

system for which it will forward traffic, normally as part of Routing subject to ARP cache poisonin

network design such as dialup internet service. By contrast in ARP
LAN Hl‘Ab/ LAN <>
spoofing, where the spoofer answers the ARP requests with the User By

aim of interception. A malicious user may leverage ARP spoofing

Malicious

to perform a man-in-the-middle or denial-of-service attack on Ve

other users on the network. Various software exists to both detect
A successful ARP spoofing attack allows an attacker to

and perform ARP spoofing attacks, though ARP itself does not
. . [12] perform a man-in-the-middle attack.
provide any methods of protection from such attacks.

Alternatives to ARP

Each computer maintains its own table of the mapping from Layer 3 addresses (e.g. IP addresses) to Layer 2
addresses (e.g. ethernet MAC addresses). In a modern computer this is maintained almost entirely by ARP packets
on the local network and it thus often called the 'ARP cache' as opposed to 'Layer 2 address table'. In older

computers, where broadcast packets were considered an expensive resource, other methods were used to maintain

[13]

this table, such as static configuration files,” ™' or centrally maintained lists. Since at least the 1980sM 4 networked

computers have had a command called arp for interrogating or manipulating this table, and practically all modern

personal computers have a variant of this. 1S IT1EIITII8]
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Address Resolution Protocol

ARP Stuffing

Embedded systems such as networked cameras!'"”

[20]

I and networked power distribution devices, which lack a user

interface, can use so-called ARP stuffing to make an initial network connection, although this is a misnomer as there
is no ARP protocol involved. This is a solution to an issue in network management of consumer devices, specifically
the allocation of IP addresses of ethernet devices where 1) the user doesn't have the ability to control DHCP or
similar address allocation protocols, 2) the device doesn't have a user interface to configure it, and 3) the user's

computer can't communicate with it because it has no suitable IP address.

The solution adopted is as follows: the user's computer has an IP address stuffed manually into its address table
(normally with the arp command with the MAC address taken from a label on the device) and then sends special
packets to the device, typically a ping packet with a non-default size. The device then adopts this IP address, and the
user then communicates with it by telnet or web protocols to complete the configuration. Such devices typically have

a method to disable this process once the device is operating normally, as it is open to Denial of Service attack.
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Address Resolution Protocol

External links

e RFC 826 - Ethernet Address Resolution Protocol, Internet Standard STD 37.

¢ RFC 903 - Reverse Address Resolution Protocol, Internet Standard STD 38.

e RFC 2390 - Inverse Address Resolution Protocol, draft standard

e RFC 5227 - IPv4 Address Conflict Detection, proposed standard

* ArpON home page (http://arpon.sourceforge.net)

* ARP Sequence Diagram (pdf) (http://www.eventhelix.com/RealtimeMantra/Networking/Arp.pdf)

* Gratuitous ARP (http://wiki.wireshark.org/Gratuitous_ARP)

* Free ARP tools with source code (French) (http://www.authsecu.com/arpflood/)

* ARP-SK ARP traffic generation tools (http://sid.rstack.org/arp-sk/)

e Sample Capture file from WireSharkWiki (http://wiki.wireshark.org/
SampleCaptures#head-2fb4a82886¢c1d8c722134b44461e22e5{7f54b32)

Dynamic Host Configuration Protocol

The Dynamic Host Configuration Protocol

(DHCP) is a network protocol that is used to " S5 Serva32: Settings 3 [ |
configure network devices so that they can

HTTP | FTP | TFTP DHCP |DNS | SNTP | SYSLOG |
Service Up/Down

communicate on an IP network. A DHCP

client uses the DHCP protocol to acquire W DHCP Server [~ Proxy DHCP
configuration information, such as an IP DHCP Server [ Proxy DHCP IP address
address, a default route and one or more DNS ™ Bind DHCP to this address > | 192.165.1.33 =]

server addresses from a DHCP server. The DHCP Settings
[ Ping IP before assignation | Persistent Leases

¥ Static Leases MAC Filter |reject =
IP pool 1st address [ size | 192.168.20.30 ! ,5_

DHCP client then uses this information to
configure its host. Once the configuration

process is complete, the host is able to

. . Boot File pxelinu. 0
communicate on the internet.
Subnet Mask (1) /24
The DHCP server maintains a database of le B 182.168.20.1
available IP addresses and configuration Domain Name Server (5)
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information. When it receives a request from a TR
client, the DHCP server determines the DHCP Options "
network to which the DHCP client is Static Leases
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connected, and then allocates an IP address or mac_1 Ul:ﬂz:ﬂ&K}:US:UE
prefix that is appropriate for the client, and i _—
d fi . inf . . — | MACFilter instance
sends configuration 1nformation appropriate It holds a MAC address to be processed by Help
for that client. the MAC based service policy. 4
e | 1.2 01:02:03:04:05:06
L -~

Because the DHCP protocol must work
correctly even before DHCP clients have been A DHCP Server settings tab

configured, the DHCP server and DHCP client

must be connected to the same network link. In larger networks, this is not practical. On such networks, each
network link contains one or more DHCP relay agents. These DHCP relay agents receive messages from DHCP
clients and forward them to DHCP servers. DHCP servers send responses back to the relay agent, and the relay agent

then sends these responses to the DHCP client on the local network link.

DHCEP servers typically grant IP addresses to clients only for a limited interval. DHCP clients are responsible for

renewing their IP address before that interval has expired, and must stop using the address once the interval has
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Dynamic Host Configuration Protocol

expired, if they have not been able to renew it.

DHCEP is used for IPv4 and IPv6. While both versions serve much the same purpose, the details of the protocol for

IPv4 and IPv6 are sufficiently different that they may be considered separate protocols.m

Hosts that do not use DHCP for address configuration may still use it to obtain other configuration information.
Alternatively, IPv6 hosts may use stateless address autoconfiguration. IPv4 hosts may use link-local addressing to

achieve limited local connectivity.

History

DHCP was first defined as a standards track protocol in RFC 1531 in October 1993, as an extension to the Bootstrap
Protocol (BOOTP). The motivation for extending BOOTP was that BOOTP required manual intervention to add

configuration information for each client, and did not provide a mechanism for reclaiming disused IP addresses.

Many worked to clarify the protocol as it gained popularity, and in 1997 RFC 2131 was released, and remains as of
2011 the standard for IPv4 networks. DHCPv6 is documented in RFC 3315. RFC 3633 added a DHCPv6 mechanism
for prefix delegation. DHCPv6 was further extended to provide configuration information to clients configured using

stateless address autoconfiguration in RFC 3736.

The BOOTP protocol itself was first defined in RFC 951 as a replacement for the Reverse Address Resolution
Protocol RARP. The primary motivation for replacing RARP with BOOTP was that RARP was a data link layer
protocol. This made implementation difficult on many server platforms, and required that a server be present on each
individual network link. BOOTP introduced the innovation of a relay agent, which allowed the forwarding of
BOOTP packets off the local network using standard IP routing, thus one central BOOTP server could serve hosts on

many I[P subnets.!

Technical overview

Dynamic Host Configuration Protocol automates network-parameter assignment to network devices from one or
more DHCP servers. Even in small networks, DHCP is useful because it makes it easy to add new machines to the

network.

When a DHCP-configured client (a computer or any other network-aware device) connects to a network, the DHCP
client sends a broadcast query requesting necessary information to a DHCP server. The DHCP server manages a
pool of IP addresses and information about client configuration parameters such as default gateway, domain name,
the name servers, other servers such as time servers, and so forth. On receiving a valid request, the server assigns the
computer an IP address, a lease (length of time the allocation is valid), and other IP configuration parameters, such
as the subnet mask and the default gateway. The query is typically initiated immediately after booting, and must
complete before the client can initiate IP-based communication with other hosts. Upon disconnecting, the IP address
is returned to the pool for use by another computer. This way, many other computers can use the same IP address

within minutes of each other.
Depending on implementation, the DHCP server may have three methods of allocating IP-addresses:

* dynamic allocation: A network administrator assigns a range of IP addresses to DHCP, and each client computer
on the LAN is configured to request an IP address from the DHCP server during network initialization. The
request-and-grant process uses a lease concept with a controllable time period, allowing the DHCP server to
reclaim (and then reallocate) IP addresses that are not renewed.

* automatic allocation: The DHCP server permanently assigns a free IP address to a requesting client from the
range defined by the administrator. This is like dynamic allocation, but the DHCP server keeps a table of past IP
address assignments, so that it can preferentially assign to a client the same IP address that the client previously
had.
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* static allocation: The DHCP server allocates an IP address based on a table with MAC address/IP address pairs,
which are manually filled in (perhaps by a network administrator). Only clients with a MAC address listed in this
table will be allocated an IP address. This feature, which is not supported by all DHCP servers, is variously called
Static DHCP Assignment by DD-WRT, fixed-address by the dhcpd documentation, Address Reservation by
Netgear, DHCP reservation or Static DHCP by Cisco and Linksys, and IP reservation or MAC/IP binding by

various other router manufacturers.

Technical details

DHCP uses the same two ports assigned by IANA for BOOTP: destination UDP port 67 for sending data to the
server, and UDP port 68 for data to the client. DHCP communications are connectionless in nature.

DHCP operations fall into four basic phases: IP discovery, IP lease offer, IP request, and IP lease acknowledgement.

These points are often abbreviated as DORA (Discovery, Offer, Request, Acknowledgement).

DHCEP clients and servers on the same subnet communicate via UDP broadcasts, initially. If the client and server are
on different subnets, a DHCP Helper or DHCP Relay Agent may be used. Clients requesting renewal of an existing

lease may communicate directly via UDP unicast, since the client already has an established IP address at that point.

DHCP discovery

The client broadcasts messages on the physical subnet to discover available DHCP servers. Network administrators
can configure a local router to forward DHCP packets to a DHCP server from a different subnet. This
client-implementation creates a User Datagram Protocol (UDP) packet with the broadcast destination of
255.255.255.255 or the specific subnet broadcast address.

A DHCP client can also request its last-known IP address (in the example below, 192.168.1.100). If the client
remains connected to a network for which this IP is valid, the server may grant the request. Otherwise, it depends
whether the server is set up as authoritative or not. An authoritative server will deny the request, making the client
ask for a new IP address immediately. A non-authoritative server simply ignores the request, leading to an

implementation-dependent timeout for the client to give up on the request and ask for a new IP address.

DHCPDISCOVER
UDP Src=0.0.0.0 sPort=68
Dest=255.255.255.255 dPort=67

opP HTYPE HLEN HOPS
0x01 0x01 0x06 0x00
XID
0x3903F326
SECS FLAGS

0x0000 0x0000

CIADDR (Client IP Address)
0x00000000

YIADDR (Your IP Address)
0x00000000

SIADDR (Server IP Address)
0x00000000

GIADDR (Gateway IP Address)



http://en.wikipedia.org/w/index.php?title=MAC_address
http://en.wikipedia.org/w/index.php?title=IP_address
http://en.wikipedia.org/w/index.php?title=Network_administrator
http://en.wikipedia.org/w/index.php?title=DD-WRT
http://en.wikipedia.org/w/index.php?title=Cisco
http://en.wikipedia.org/w/index.php?title=Linksys
http://en.wikipedia.org/w/index.php?title=Internet_Assigned_Numbers_Authority
http://en.wikipedia.org/w/index.php?title=BOOTP
http://en.wikipedia.org/w/index.php?title=Connectionless_communication
http://en.wikipedia.org/w/index.php?title=Broadcasting_%28computing%29
http://en.wikipedia.org/w/index.php?title=Dynamic_Host_Configuration_Protocol%23DHCP_relaying
http://en.wikipedia.org/w/index.php?title=Unicast
http://en.wikipedia.org/w/index.php?title=User_Datagram_Protocol
http://en.wikipedia.org/w/index.php?title=User_Datagram_Protocol

Dynamic Host Configuration Protocol

0x00000000

CHADDR (Client Hardware Address)

0x00053C04

0x8D590000

0x00000000

0x00000000

192 octets of Os, or overflow space for additional options. BOOTP legacy

Magic Cookie

0x63825363

DHCP Options

DHCP option 53: DHCP Discover

DHCP option 50: 192.168.1.100 requested

DHCP option 55: Parameter Request List: Request Subnet Mask (1), Router (3), Domain Name (15), Domain Name Server (6)

DHCP offer

When a DHCP server receives an IP lease request from a client, it reserves an IP address for the client and extends
an IP lease offer by sending a DHCPOFFER message to the client. This message contains the client's MAC address,
the IP address that the server is offering, the subnet mask, the lease duration, and the IP address of the DHCP server
making the offer.

The server determines the configuration based on the client's hardware address as specified in the CHADDR (Client
Hardware Address) field. Here the server, 192.168.1.1, specifies the IP address in the YIADDR (Your IP Address)
field.

DHCPOFFER

UDP Src=192.168.1.1 sPort=67
Dest=255.255.255.255 dPort=68

(0) 4 HTYPE HLEN HOPS

0x02 0x01 0x06 0x00

0x00000000

YIADDR (Your IP Address)

0xCOA80164

SIADDR (Server IP Address)

0xCOA80101

GIADDR (Gateway IP Address)

0x00000000

CHADDR (Client Hardware Address)

0x00053C04

0x8D590000

0x00000000

0x00000000
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192 octets of 0s. BOOTP legacy

Magic Cookie

0x63825363

DHCP Options

DHCP option 53: DHCP Offer

DHCP option 1: 255.255.255.0 subnet mask

DHCP option 3: 192.168.1.1 router

DHCP option 51: 86400s (1 day) IP lease time

DHCP option 54: 192.168.1.1 DHCP server

DHCP option 6: DNS servers 9.7.10.15, 9.7.10.16, 9.7.10.18

DHCP request

In response to the DHCP offer, the client replies with a DHCP request, multicast to the server, requesting the offered
address. A client can receive DHCP offers from multiple servers, but it will accept only one DHCP offer. Based on
the Transaction ID field in the request, servers are informed whose offer the client has accepted. When other DHCP
servers receive this message, they withdraw any offers that they might have made to the client and return the offered
address to the pool of available addresses. In some cases DHCP request message is broadcast, instead of being
unicast to a particular DHCP server, because the DHCP client has still not received an IP address. Also, this way one
message can let all other DHCP servers know that another server will be supplying the IP address without missing

any of the servers with a series of unicast messages.

DHCPREQUEST

UDP Src=0.0.0.0 sPort=68
Dest=255.255.255.255 dPort=67

op HTYPE | HLEN HOPS
0x01 0x01 0x06 0x00
XID
0x3903F326
SECS FLAGS
0x0000 0x0000

CIADDR (Client IP Address)

0x00000000

YIADDR (Your IP Address)

0x00000000

SIADDR (Server IP Address)

0xCOA80101

GIADDR (Gateway IP Address)

0x00000000

CHADDR (Client Hardware Address)

0x00053C04

0x8D590000
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0x00000000

0x00000000

192 octets of 0s. BOOTP legacy

Magic Cookie

0x63825363

DHCP Options

DHCP option 53: DHCP Request

DHCP option 50: 192.168.1.100 requested

DHCP option 54: 192.168.1.1 DHCP server.

DHCP acknowledgement

When the DHCP server receives the DHCPREQUEST message from the client, the configuration process enters its
final phase. The acknowledgement phase involves sending a DHCPACK packet to the client. This packet includes
the lease duration and any other configuration information that the client might have requested. At this point, the IP

configuration process is completed.

The protocol expects the DHCP client to configure its network interface with the negotiated parameters.

DHCPACK

UDP Src=192.168.1.1 sPort=67
Dest=255.255.255.255 dPort=68

oP HTYPE HLEN HOPS
0x02 0x01 0x06 0x00
XID
0x3903F326
SECS FLAGS
0x0000 0x0000

CIADDR (Client IP Address)

0x00000000

YIADDR (Your IP Address)

0xCOA80164

SIADDR (Server IP Address)

0xCOA80101

GIADDR (Gateway IP Address switched by relay)

0x00000000

CHADDR (Client Hardware Address)

0x00053C04

0x8D590000

0x00000000

0x00000000

192 octets of 0s. BOOTP legacy
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Magic Cookie

0x63825363

DHCP Options

DHCP option 53: DHCP ACK

DHCP option 1: 255.255.255.0 subnet mask

DHCP option 3: 192.168.1.1 router

DHCP option 51: 86400s (1 day) IP lease time

DHCP option 54: 192.168.1.1 DHCP server

DHCP option 6: DNS servers 9.7.10.15, 9.7.10.16, 9.7.10.18

After the client obtains an IP address, the client may use the Address Resolution Protocol (ARP) to prevent IP
conflicts caused by overlapping address pools of DHCP servers.

DHCP information

A DHCP client may request more information than the server sent with the original DHCPOFFER. The client may
also request repeat data for a particular application. For example, browsers use DHCP Inform to obtain web proxy

settings via WPAD. Such queries do not cause the DHCP server to refresh the IP expiry time in its database.

DHCP releasing

The client sends a request to the DHCP server to release the DHCP information and the client deactivates its IP
address. As client devices usually do not know when users may unplug them from the network, the protocol does not
mandate the sending of DHCP Release.

Client configuration parameters in DHCP

A DHCP server can provide optional configuration parameters to the client. RFC 2132 describes the available DHCP
options defined by Internet Assigned Numbers Authority (IANA) - DHCP and BOOTP PARAMETERS *!.

A DHCEP client can select, manipulate and overwrite parameters provided by a DHCP server. 41

DHCP options
The following tables list the available DHCP options, as stated in RFC2132.5!

RFC1497 vendor extensions'®

Code Name Length Notes

0 Pa d[7] 1 octet Can be used to pad other options so that they are aligned to the word boundary

1 Subnet Mask[g] 4 octets Must be sent after the router option (option 3) if both are included

2 Time Offset[9] 4 octets

3 Router multiples of 4 octets | Available routers, should be listed in order of preference

4 Time Server multiples of 4 octets | Available time servers to synchronise with, should be listed in order of preference
5 Name Server multiples of 4 octets | Available IEN116 name servers, should be listed in order of preference

6 Domain Name Server multiples of 4 octets | Available DNS servers, should be listed in order of preference

7 Log Server multiples of 4 octets | Available log servers, should be listed in order of preference.
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8 Cookie Server multiples of 4 octets

9 LPR Server multiples of 4 octets

10 Impress Server multiples of 4 octets

11 Resource Location Server | multiples of 4 octets

12 Host Name minimum of 1 octet

13 Boot File Size 2 octets Length of the boot image in 4KiB blocks
14 Merit Dump File minimum of 1 octet | Path where crash dumps should be stored
15 Domain Name minimum of 1 octet

16 Swap Server 4 octets

17 Root Path minimum of 1 octet

18 Extensions Path minimum of 1 octet

255 |End 1 octet Used to mark the end of the vendor option field

IP Layer Parameters per Host'"
Code Name Length Notes
19 IP Forwarding Enable/Disable 1 octet

20 Non-Local Source Routing Enable/Disable | 1 octet

21 Policy Filter multiples of 8 octets
22 Maximum Datagram Reassembly Size 2 octets

23 Default IP Time-to-live 1 octet

24 Path MTU Aging Timeout 4 octets

25 Path MTU Plateau Table multiples of 2 octets

IP Layer Parameters per Interface'!!
Code Name Length Notes
26 Interface MTU 2 octets
27 All Subnets are Local 1 octet
28 Broadcast Address 4 octets

29 Perform Mask Discovery 1 octet

30 Mask Supplier 1 octet

31 Perform Router Discovery | I octet

32 Router Solicitation Address | 4 octets

33 Static Route multiples of 8 octets | A list of destination/router pairs
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Link Layer Parameters per Interface!'*!

Code Name Length | Notes

34 Trailer Encapsulation Option | 1 octet

35 ARP Cache Timeout 4 octets

36 Ethernet Encapsulation 1 octet

TCP Parameters'?!

Code Name Length | Notes

37 TCP Default TTL 1 octet

38 TCP Keepalive Interval | 4 octets

39 TCP Keepalive Garbage | 1 octet

Application and Service Parameters''?!
Code Name Length Notes
40 Network Information Service Domain minimum of 1 octet
41 Network Information Servers multiples of 4 octets
42 Network Time Protocol Servers multiples of 4 octets
43 Vendor Specific Information minimum of 1 octets
44 NetBIOS over TCP/IP Name Server multiples of 4 octets
45 NetBIOS over TCP/IP Datagram Distribution Server | multiples of 4 octets
46 NetBIOS over TCP/IP Node Type 1 octet
47 NetBIOS over TCP/IP Scope minimum of 1 octet
48 X Window System Font Server multiples of 4 octets
49 X Window System Display Manager multiples of 4 octets
64 Network Information Service+ Domain minimum of 1 octet
65 Network Information Service+ Servers multiples of 4 octets
68 Mobile IP Home Agent multiples of 4 octets
69 Simple Mail Transport Protocol (SMTP) Server multiples of 4 octets
70 Post Office Protocol (POP3) Server multiples of 4 octets
71 Network News Transport Protocol (NNTP) Server | multiples of 4 octets
72 Default World Wide Web (WWW) Server) multiples of 4 octets
73 Default Finger Server multiples of 4 octets
74 Default Internet Relay Chat (IRC) Server multiples of 4 octets
75 StreetTalk Server multiples of 4 octets
76 StreetTalk Directory Assistance (STDA) Server multiples of 4 octets




Dynamic Host Configuration Protocol

15

DHCP Extensions'”
Code Name Length Notes
50 Requested IP Address 4 octets
51 IP Address Lease Time 4 octets
52 Option Overload 1 octet
66 TFTP server name minimum of 1 octet
67 Bootfile name minimum of 1 octet
53 DHCP Message Type 1 octet
54 Server Identifier 4 octets
55 Parameter Request List minimum of 1 octet
56 Message minimum of 1 octet
57 Maximum DHCP Message Size | 2 octets
58 Renewal (T1) Time Value 4 octets
59 Rebinding (T2) Time Value 4 octets
60 Vendor class identifier minimum of 1 octet
61 Client-identifier minimum of 2 octets

Vendor identification

An option exists to identify the vendor and functionality of a DHCP client. The information is a variable-length
string of characters or octets which has a meaning specified by the vendor of the DHCP client. One method that a
DHCEP client can utilize to communicate to the server that it is using a certain type of hardware or firmware is to set a
value in its DHCP requests called the Vendor Class Identifier (VCI) (Option 60). This method allows a DHCP server
to differentiate between the two kinds of client machines and process the requests from the two types of modems
appropriately. Some types of set-top boxes also set the VCI (Option 60) to inform the DHCP server about the
hardware type and functionality of the device. The value that this option is set to give the DHCP server a hint about

any required extra information that this client needs in a DHCP response.

DHCP relaying

In small networks, where only one IP subnet is being managed, DHCP clients communicate directly with DHCP
servers. However, DHCP servers can also provide IP addresses for multiple subnets. In this case, a DHCP client that
has not yet acquired an IP address cannot communicate directly with the DHCP server using IP routing, because it
doesn't have a routable IP address, nor does it know the IP address of a router. In order to allow DHCP clients on
subnets not directly served by DHCP servers to communicate with DHCP servers, DHCP relay agents can be
installed on these subnets. The DHCP client broadcasts on the local link; the relay agent receives the broadcast and
transmits it to one or more DHCP servers using unicast. The relay agent stores its own IP address in the GIADDR
field of the DHCP packet. The DHCP server uses the GIADDR to determine the subnet on which the relay agent
received the broadcast, and allocates an IP address on that subnet. When the DHCP server replies to the client, it
sends the reply to the GIADDR address, again using unicast. The relay agent then retransmits the response on the

local network.
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Reliability

The DHCP protocol provides reliability in several ways: periodic renewal, rebinding, and failover. DHCP clients are
allocated leases that last for some period of time. Clients begin to attempt to renew their leases once half the lease
interval has expired. They do this by sending a unicast DHCPREQUEST message to the DHCP server that granted
the original lease. If that server is down or unreachable, it will fail to respond to the DHCPREQUEST. However, the
DHCPREQUEST will be repeated by the client from time to time, so when the DHCP server comes back up or
becomes reachable again, the DHCP client will succeed in contacting it, and renew its lease.

If the DHCP server is unreachable for an extended period of time, the DHCP client will attempt to rebind, by
broadcasting its DHCPREQUEST rather than unicasting it. Because it is broadcast, the DHCPREQUEST message
will reach all available DHCP servers. If some other DHCP server is able to renew the lease, it will do so at this

time.

In order for rebinding to work, when the client successfully contacts a backup DHCP server, that server must have
accurate information about the client's binding. Maintaining accurate binding information between two servers is a
complicated problem; if both servers are able to update the same lease database, there must be a mechanism to avoid
conflicts between updates on the independent servers. A standard for implementing fault-tolerant DHCP servers was

developed at the Internet Engineering Task Force 161171

If rebinding fails, the lease will eventually expire. When the lease expires, the client must stop using the IP address
granted to it in its lease. At that time, it will restart the DHCP process from the beginning by broadcasting a
DHCPDISCOVER message. Since its lease has expired, it will accept any IP address offered to it. Once it has a new
IP address, presumably from a different DHCP server, it will once again be able to use the network. However, since

its IP address has changed, any ongoing connections will be broken.

Security

The base DHCP protocol does not include any mechanism for authentication.!"®! Because of this, it is vulnerable to a

variety of attacks. These attacks fall into three main categories:

* Unauthorized DHCP servers providing false information to clients.!'”!

* Unauthorized clients gaining access to resources. ']

¢ Resource exhaustion attacks from malicious DHCP clients.[lg]

Because the client has no way to validate the identity of a DHCP server, unauthorized DHCP servers can be operated
on networks, providing incorrect information to DHCP clients. This can serve either as a denial-of-service attack,
preventing the client from gaining access to network connectivity, or as a man-in-the-middle attack. Because the
DHCP server provides the DHCP client with server IP addresses, such as the IP address of one or more DNS
servers,[lg] an attacker can convince a DHCP client to do its DNS lookups through its own DNS server, and can
therefore provide its own answers to DNS queries from the client.?”! This in turn allows the attacker to redirect
network traffic through itself, allowing it to eavesdrop on connections between the client and network servers it

contacts, or to simply replace those network servers with its own. 2!

Because the DHCP server has no secure mechanism for authenticating the client, clients can gain unauthorized
access to IP addresses by presenting credentials, such as client identifiers, that belong to other DHCP clients. This
also allows DHCP clients to exhaust the DHCP server's store of IP addresses—by presenting new credentials each
time it asks for an address, the client can consume all the available IP addresses on a particular network link,

preventing other DHCP clients from getting service.

DHCP does provide some mechanisms for mitigating these problems. The Relay Agent Information Option protocol
extension (RFC 3046) allows network operators to attach tags to DHCP messages as these messages arrive on the
network operator's trusted network. This tag is then used as an authorization token to control the client's access to

network resources. Because the client has no access to the network upstream of the relay agent, the lack of
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authentication does not prevent the DHCP server operator from relying on the authorization token. 13!

Another extension, Authentication for DHCP Messages (RFC 3118), provides a mechanism for authenticating

DHCP messages. Unfortunately RFC 3118 has not seen widespread adoption because of the problems of managing

keys for large numbers of DHCP clients.[!!
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Domain Name System

The Domain Name System (DNS) is a hierarchical distributed naming system for computers, services, or any
resource connected to the Internet or a private network. It associates various information with domain names
assigned to each of the participating entities. A Domain Name Service resolves queries for these names into IP
addresses for the purpose of locating computer services and devices worldwide. By providing a worldwide,
distributed keyword-based redirection service, the Domain Name System is an essential component of the

functionality of the Internet.

An often-used analogy to explain the Domain Name System is that it serves as the phone book for the Internet by
translating human-friendly computer hostnames into IP addresses. For example, the domain name
www.example.com translates to the addresses 192.0.43.10 (IPv4) and 2620:0:2d0:200::10 (IPv6).
Unlike a phone book, however, DNS can be quickly updated and these updates distributed, allowing a service's
location on the network to change without affecting the end users, who continue to use the same hostname. Users
take advantage of this when they recite meaningful Uniform Resource Locators (URLs) and e-mail addresses

without having to know how the computer actually locates the services.

The Domain Name System distributes the responsibility of assigning domain names and mapping those names to IP
addresses by designating authoritative name servers for each domain. Authoritative name servers are assigned to be
responsible for their particular domains, and in turn can assign other authoritative name servers for their
sub-domains. This mechanism has made the DNS distributed and fault tolerant and has helped avoid the need for a
single central register to be continually consulted and updated. Additionally, the responsibility for maintaining and
updating the master record for the domains is spread among many domain name registrars, who compete for the

end-user's, domain-owner's, business. Domains can be moved from registrar to registrar at any time.

The Domain Name System also specifies the technical functionality of this database service. It defines the DNS
protocol, a detailed specification of the data structures and communication exchanges used in DNS, as part of the

Internet Protocol Suite.

The Internet maintains two principal namespaces, the domain name hierarchy[l] and the Internet Protocol (IP)
address spaces.[z] The Domain Name System maintains the domain name hierarchy and provides translation services
between it and the address spaces. Internet name servers and a communication protocol implement the Domain
Name System.m A DNS name server is a server that stores the DNS records for a domain name, such as address (A)
records, name server (NS) records, and mail exchanger (MX) records (see also list of DNS record types); a DNS

name server responds with answers to queries against its database.
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History

The practice of using a name as a simpler, more memorable abstraction of a host's numerical address on a network
dates back to the ARPANET era. Before the DNS was invented in 1982, each computer on the network retrieved a
file called HOSTS.TXT from a computer at SRI (now SRI International).[4][5] The HOSTS.TXT file mapped names
to numerical addresses. A hosts file still exists on most modern operating systems by default and generally contains a
mapping of "localhost" to the IP address 127.0.0.1. Many operating systems use name resolution logic that allows

the administrator to configure selection priorities for available name resolution methods.

The rapid growth of the network made a centrally maintained, hand-crafted HOSTS.TXT file unsustainable; it
became necessary to implement a more scalable system capable of automatically disseminating the requisite

information.

At the request of Jon Postel, Paul Mockapetris invented the Domain Name System in 1983 and wrote the first
implementation. The original specifications were published by the Internet Engineering Task Force in RFC 882 and
RFC 883, which were superseded in November 1987 by RFC 103411 and RFC 1035.1% Several additional Request

for Comments have proposed various extensions to the core DNS protocols.

In 1984, four Berkeley students—Douglas Terry, Mark Painter, David Riggle, and Songnian Zhou—wrote the first
Unix implementation, called The Berkeley Internet Name Domain (BIND) Server.! In 1985 , Kevin Dunlap of DEC
significantly re-wrote the DNS implementation. Mike Karels, Phil Almquist, and Paul Vixie have maintained BIND
since then. BIND was ported to the Windows NT platform in the early 1990s.

BIND was widely distributed, especially on Unix systems, and is the dominant DNS software in use on the

Internet.m

With the heavy use and resulting scrutiny of its open-source code, as well as increasingly more
sophisticated attack methods, many security flaws were discovered in BIND. This contributed to the development of
a number of alternative name server and resolver programs. BIND version 9 was written from scratch and now has a

security record comparable to other modern DNS software.
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Structure

Domain name space

The domain name space consists of a tree of domain names. Each node or leaf in the tree has zero or more resource

records, which hold information associated with the domain name. The tree sub-divides into zones beginning at the

root zone. A DNS zone may consist of only one domain, or may consist of many domains and sub-domains,

depending on the administrative authority delegated to the manager.

Administrative responsibility over any
zone may be divided by creating
additional zones. Authority is said to
be delegated for a portion of the old
space, usually in the form of
sub-domains, to another nameserver
and administrative entity. The old zone
ceases to be authoritative for the new

zone.

Domain Name Space

Domain name syntax

The definitive descriptions of the rules
for forming domain names appear in ’
RFC 1035, RFC 1123, and RFC 2181. !
A domain name consists of one or

more parts, technically called labels,

NS RR ("resource record")

names the nameserver ~~

authoritative for A resource records

delegated subzone > | == associated with name
~~

/ \ "delegated subzone" [ BN zone of authority,
=S 1 )} ™ managed by a name server
A\ When a system administrator -
\  wants to let anather administrator
manage a part of a zane, the first

see also: RFC 1034 4.2:

4  part of the zone to another How the database is divided into zones.

nameserver.

The hierarchical Domain Name System, organized into zones, each served by a name

that are conventionally concatenated, server

and delimited by dots,

such as

example.com.

The right-most label conveys the top-level domain; for example, the domain name www . example.com

belongs to the top-level domain com.

The hierarchy of domains descends from right to left; each label to the left specifies a subdivision, or subdomain
of the domain to the right. For example: the label example specifies a subdomain of the com domain, and
www is a sub domain of example . com. This tree of subdivisions may have up to 127 levels.

Each label may contain up to 63 characters. The full domain name may not exceed a total length of 253 characters
in its external dotted-label specification.[g] In the internal binary representation of the DNS the maximum length
requires 255 octets of storage.[l] In practice, some domain registries may have shorter limits.

DNS names may technically consist of any character representable in an octet. However, the allowed formulation
of domain names in the DNS root zone, and most other sub domains, uses a preferred format and character set.
The characters allowed in a label are a subset of the ASCII character set, and includes the characters a through z,
A through Z, digits 0 through 9, and the hyphen. This rule is known as the LDH rule (letters, digits, hyphen).
Domain names are interpreted in case-independent manner. Ol abels may not start or end with a hyphen.[lo]
A hostname is a domain name that has at least one IP address associated. For example, the domain names

www.example.com and example.com are also hostnames, whereas the com domain is not.
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Internationalized domain names

The permitted character set of the DNS prevented the representation of names and words of many languages in their
native alphabets or scripts. [CANN has approved the Internationalizing Domain Names in Applications (IDNA)
system, which maps Unicode strings into the valid DNS character set using Punycode. In 2009 ICANN approved the
installation of IDN country code top-level domains. In addition, many registries of the existing top level domain
names (TLD)s have adopted IDNA.

Name servers

The Domain Name System is maintained by a distributed database system, which uses the client-server model. The
nodes of this database are the name servers. Each domain has at least one authoritative DNS server that publishes
information about that domain and the name servers of any domains subordinate to it. The top of the hierarchy is

served by the root nameservers, the servers to query when looking up (resolving) a TLD.

Authoritative name server

An authoritative name server is a name server that gives answers that have been configured by an original source,
for example, the domain administrator or by dynamic DNS methods, in contrast to answers that were obtained via a
regular DNS query to another name server. An authoritative-only name server only returns answers to queries about

domain names that have been specifically configured by the administrator.

An authoritative name server can either be a master server or a slave server. A master server is a server that stores
the original (master) copies of all zone records. A slave server uses an automatic updating mechanism of the DNS

protocol in communication with its master to maintain an identical copy of the master records.

Every DNS zone must be assigned a set of authoritative name servers that are installed in NS records in the parent
zone, and should be installed (to be authoritative records) as self-referential NS records on the authoritative name

SErvers.

When domain names are registered with a domain name registrar, their installation at the domain registry of a top
level domain requires the assignment of a primary name server and at least one secondary name server. The
requirement of multiple name servers aims to make the domain still functional even if one name server becomes
inaccessible or inoperable.“ UThe designation of a primary name server is solely determined by the priority given to
the domain name registrar. For this purpose, generally only the fully qualified domain name of the name server is
required, unless the servers are contained in the registered domain, in which case the corresponding IP address is
needed as well.

Primary name servers are often master name servers, while secondary name server may be implemented as slave

SCrvers.

An authoritative server indicates its status of supplying definitive answers, deemed authoritative, by setting a
software flag (a protocol structure bit), called the Authoritative Answer (AA) bit in its responses.m This flag is
usually reproduced prominently in the output of DNS administration query tools (such as dig) to indicate that the

. . . . . . 3
responding name server is an authority for the domain name in questlon.[ ]
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Operation

Address resolution mechanism

Domain name resolvers determine the appropriate domain name servers responsible for the domain name in question

by a sequence of queries starting with the right-most (top-level) domain label.

The process entails:

1. A network host is configured with

root
nameserver | 198.41.0.4

"y 204.74.112.1"

org.

nameserver
204.74.112.1

wikipedia.org.
nameserver

"Where's www.wikipedia.org?"

an initial cache (so called hints) of

the known addresses of the root

nameservers. Such a hint file is -

updated periodically by an

.. . 207.142.131.234
administrator from a reliable source.

2. A query to one of the root servers A DNS recursor consults three nameservers to resolve the address www.wikipedia.org.
to find the server authoritative for
the top-level domain.
3. A query to the obtained TLD server for the address of a DNS server authoritative for the second-level domain.
4. Repetition of the previous step to process each domain name label in sequence, until the final step which returns

the IP address of the host sought.
The diagram illustrates this process for the host www.wikipedia.org.

The mechanism in this simple form would place a large operating burden on the root servers, with every search for
an address starting by querying one of them. Being as critical as they are to the overall function of the system, such
heavy use would create an insurmountable bottleneck for trillions of queries placed every day. In practice caching is
used in DNS servers to overcome this problem, and as a result, root nameservers actually are involved with very

little of the total traffic.

Recursive and caching name server

In principle, authoritative name servers are sufficient for the operation of the Internet. However, with only
authoritative name servers operating, every DNS query must start with recursive queries at the root zone of the

Domain Name System and each user system must implement resolver software capable of recursive operation.

To improve efficiency, reduce DNS traffic across the Internet, and increase performance in end-user applications, the
Domain Name System supports DNS cache servers which store DNS query results for a period of time determined in
the configuration (time-to-live) of the domain name record in question. Typically, such caching DNS servers, also
called DNS caches, also implement the recursive algorithm necessary to resolve a given name starting with the DNS
root through to the authoritative name servers of the queried domain. With this function implemented in the name

server, user applications gain efficiency in design and operation.

The combination of DNS caching and recursive functions in a name server is not mandatory; the functions can be

implemented independently in servers for special purposes.

Internet service providers typically provide recursive and caching name servers for their customers. In addition,

many home networking routers implement DNS caches and recursors to improve efficiency in the local network.
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DNS resolvers

The client-side of the DNS is called a DNS resolver. It is responsible for initiating and sequencing the queries that
ultimately lead to a full resolution (translation) of the resource sought, e.g., translation of a domain name into an IP

address.
A DNS query may be either a non-recursive query or a recursive query:

* A non-recursive query is one in which the DNS server provides a record for a domain for which it is authoritative
itself, or it provides a partial result without querying other servers.
* A recursive query is one for which the DNS server will fully answer the query (or give an error) by querying

other name servers as needed. DNS servers are not required to support recursive queries.

The resolver, or another DNS server acting recursively on behalf of the resolver, negotiates use of recursive service

using bits in the query headers.

Resolving usually entails iterating through several name servers to find the needed information. However, some
resolvers function more simply by communicating only with a single name server. These simple resolvers (called

"stub resolvers") rely on a recursive name server to perform the work of finding information for them.

Circular dependencies and glue records

Name servers in delegations are identified by name, rather than by IP address. This means that a resolving name
server must issue another DNS request to find out the IP address of the server to which it has been referred. If the
name given in the delegation is a subdomain of the domain for which the delegation is being provided, there is a
circular dependency. In this case the nameserver providing the delegation must also provide one or more IP
addresses for the authoritative nameserver mentioned in the delegation. This information is called glue. The
delegating name server provides this glue in the form of records in the additional section of the DNS response, and

provides the delegation in the answer section of the response.

For example, if the authoritative name server for example.org is nsl.example.org, a computer trying to
resolve www.example.orqg first resolves nsl.example.org. Since ns1 is contained in example.org,
this requires resolving example.orqg first, which presents a circular dependency. To break the dependency, the
nameserver for the org top level domain includes glue along with the delegation for example.org. The glue

records are address records that provide IP addresses for ns1.example.org. The resolver uses one or more of

these IP addresses to query one of the domain's authoritative servers, which allows it to complete the DNS query.

Record caching

The DNS Resolution Process reduces the load on individual servers by caching DNS request records for a period of
time after a response. This entails the local recording and subsequent consultation of the copy instead of initiating a
new request upstream. The time for which a resolver caches a DNS response is determined by a value called the time
to live (TTL) associated with every record. The TTL is set by the administrator of the DNS server handing out the

authoritative response. The period of validity may vary from just seconds to days or even weeks.

As a noteworthy consequence of this distributed and caching architecture, changes to DNS records do not propagate
throughout the network immediately, but require all caches to expire and refresh after the TTL. RFC 1912 conveys

basic rules for determining appropriate TTL values.

Some resolvers may override TTL values, as the protocol supports caching for up to 68 years or no caching at all.
Negative caching, i.e. the caching of the fact of non-existence of a record, is determined by name servers
authoritative for a zone which must include the Start of Authority (SOA) record when reporting no data of the
requested type exists. The value of the MINIMUM field of the SOA record and the TTL of the SOA itself is used to
establish the TTL for the negative answer.
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Reverse lookup

A reverse lookup is a query of the DNS for domain names when the IP address is known. Multiple domain names
may be associated with an IP address. The DNS stores IP addresses in the form of domain names as specially
formatted names in pointer (PTR) records within the infrastructure top-level domain arpa. For IPv4, the domain is
in-addr.arpa. For IPv6, the reverse lookup domain is ip6.arpa. The IP address is represented as a name in

reverse-ordered octet representation for IPv4, and reverse-ordered nibble representation for IPv6.

When performing a reverse lookup, the DNS client converts the address into these formats, and then queries the
name for a PTR record following the delegation chain as for any DNS query. For example, assume the IPv4 address
208.80.152.2 is assigned to Wikimedia. It is represented as a DNS name in reverse order like this:
2.152.80.208.in-addr.arpa. When the DNS resolver gets a PTR (reverse-lookup) request, it begins by

querying the root servers (which point to The American Registry For Internet Numbers' (ARIN 121,

s) servers for the
208.in-addr.arpa zone). On ARIN's servers, 152.80.208.in-addr.arpa is assigned to Wikimedia, so
the resolver sends another query to the Wikimedia nameserver for 2.152.80.208.1in-addr.arpa, which

results in an authoritative response.

Client lookup

Users generally do not communicate
directly with a DNS resolver. Instead

Mail Client :

Web Browser

DNS resolution takes place

transparently in applications such as

DNS Resolver
H recursive
| cache timeout DNS

Internet  applications. ~ When an P aomieahe s our ISP search

Client Programs E Operating System

web browsers, e-mail clients, and other [~~}—+ DNS Resolver

application makes a request that

Your Computer

requires a domain name lookup, such
programs send a resolution request to DNS resolution sequence
the DNS resolver in the local operating

system, which in turn handles the communications required.

The DNS resolver will almost invariably have a cache (see above) containing recent lookups. If the cache can
provide the answer to the request, the resolver will return the value in the cache to the program that made the request.
If the cache does not contain the answer, the resolver will send the request to one or more designated DNS servers.
In the case of most home users, the Internet service provider to which the machine connects will usually supply this
DNS server: such a user will either have configured that server's address manually or allowed DHCP to set it;
however, where systems administrators have configured systems to use their own DNS servers, their DNS resolvers
point to separately maintained nameservers of the organization. In any event, the name server thus queried will
follow the process outlined above, until it either successfully finds a result or does not. It then returns its results to
the DNS resolver; assuming it has found a result, the resolver duly caches that result for future use, and hands the

result back to the software which initiated the request.
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Broken resolvers

An additional level of complexity emerges when resolvers violate the rules of the DNS protocol. A number of large
ISPs have configured their DNS servers to violate rules (presumably to allow them to run on less-expensive
hardware than a fully compliant resolver), such as by disobeying TTLs, or by indicating that a domain name does not

o . 1
exist just because one of its name servers does not respond.[ 3

As a final level of complexity, some applications (such as web-browsers) also have their own DNS cache, in order to
reduce the use of the DNS resolver library itself. This practice can add extra difficulty when debugging DNS issues,
as it obscures the freshness of data, and/or what data comes from which cache. These caches typically use very short

caching times—on the order of one minute.!'*!

Internet Explorer represents a notable exception: versions up to IE 3.x cache DNS records for 24 hours by default.
Internet Explorer 4.x and later versions (up to IE 8) decrease the default time out value to half an hour, which may be

changed in corresponding registry keys.[ls]

Other applications

The system outlined above provides a somewhat simplified scenario. The Domain Name System includes several

other functions:

* Hostnames and IP addresses do not necessarily match on a one-to-one basis. Multiple hostnames may correspond
to a single IP address: combined with virtual hosting, this allows a single machine to serve many web sites.
Alternatively, a single hostname may correspond to many IP addresses: this can facilitate fault tolerance and load
distribution, and also allows a site to move physical locations seamlessly.

* There are many uses of DNS besides translating names to IP addresses. For instance, Mail transfer agents use
DNS to find out where to deliver e-mail for a particular address. The domain to mail exchanger mapping provided
by MX records accommodates another layer of fault tolerance and load distribution on top of the name to IP

address mapping.

* E-mail Blacklists: The DNS is used for efficient storage and distribution of IP addresses of blacklisted e-mail
hosts. The usual method is putting the IP address of the subject host into the sub-domain of a higher level domain
name, and resolve that name to different records to indicate a positive or a negative. Here is a hypothetical

example blacklist:

e 102.3.4.5 is blacklisted => Creates 5.4.3.102.blacklist.example and resolves to 127.0.0.1

e 102.3.4.6 is not => 6.4.3.102.blacklist.example is not found, or default to 127.0.0.2

* E-mail servers can then query blacklist.example through the DNS mechanism to find out if a specific host
connecting to them is in the blacklist. Today many of such blacklists, either free or subscription-based, are

available mainly for use by email administrators and anti-spam software.

* Sender Policy Framework and DomainKeys, instead of creating their own record types, were designed to take
advantage of another DNS record type, the TXT record.

* To provide resilience in the event of computer failure, multiple DNS servers are usually provided for coverage of
each domain, and at the top level, thirteen very powerful root servers exist, with additional "copies" of several of
them distributed worldwide via Anycast.

* Dynamic DNS (sometimes called DDNS) allows clients to update their DNS entry as their IP address changes, as

it does, for example, when moving between ISPs or mobile hot spots.
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Protocol details

BIpNs queries consist of a

DNS primarily uses User Datagram Protocol (UDP) on port number 53 to serve requests.
single UDP request from the client followed by a single UDP reply from the server. The Transmission Control
Protocol (TCP) is used when the response data size exceeds 512 bytes, or for tasks such as zone transfers. Some

resolver implementations use TCP for all queries.

DNS resource records

A Resource Record (RR) is the basic data element in the domain name system. Each record has a type (A, MX, etc.),
an expiration time limit, a class, and some type-specific data. Resource records of the same type define a resource
record set (RRset). The order of resource records in a set, returned by a resolver to an application, is undefined, but
often servers implement round-robin ordering to achieve Global Server Load Balancing. DNSSEC, however, works
on complete resource record sets in a canonical order.

When sent over an IP network, all records use the common format specified in RFC 1035:[16]

RR (Resource record) fields

Field Description Length (octets)
NAME Name of the node to which this record pertains (variable)
TYPE Type of RR in numeric form (e.g. 15 for MX RRs) 2
CLASS Class code 2
TTL Count of seconds that the RR stays valid (The maximum is 231—1, which is about 68 years.) 4
RDLENGTH | Length of RDATA field 2
RDATA Additional RR-specific data (variable)

NAME is the fully qualified domain name of the node in the tree. On the wire, the name may be shortened using label
compression where ends of domain names mentioned earlier in the packet can be substituted for the end of the

current domain name. A free standing @ is used to denote the current origin.

TYPE is the record type. It indicates the format of the data and it gives a hint of its intended use. For example, the A
record is used to translate from a domain name to an IPv4 address, the NS record lists which name servers can
answer lookups on a DNS zone, and the MX record specifies the mail server used to handle mail for a domain

specified in an e-mail address (see also List of DNS record types).

RDATA is data of type-specific relevance, such as the IP address for address records, or the priority and hostname for
MX records. Well known record types may use label compression in the RDATA field, but "unknown" record types
must not (RFC 3597).

The CLASS of a record is set to IN (for Internet) for common DNS records involving Internet hostnames, servers,
or IP addresses. In addition, the classes Chaos (CH) and Hesiod (HS) exist. 7! Each class is an independent name

space with potentially different delegations of DNS zones.

In addition to resource records defined in a zone file, the domain name system also defines several request types that
are used only in communication with other DNS nodes (on the wire), such as when performing zone transfers
(AXFR/IXFR) or for EDNS (OPT).
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Wildcard DNS records

The domain name system supports wildcard domain names which are names that start with the asterisk label, '*',
e.g., *. example.[l][ls] DNS records belonging to wildcard domain names specify rules for generating resource
records within a single DNS zone by substituting whole labels with matching components of the query name,
including any specified descendants. For example, in the DNS zone x.example, the following configuration specifies
that all subdomains (including subdomains of subdomains) of x.example use the mail exchanger a.x.example. The
records for a.x.example are needed to specify the mail exchanger. As this has the result of excluding this domain
name and its subdomains from the wildcard matches, all subdomains of a.x.example must be defined in a separate

wildcard statement.

The role of wildcard records was refined in RFC 4592, because the original definition in RFC 1034 was incomplete

and resulted in misinterpretations by implementers.[lg]

Protocol extensions

The original DNS protocol had limited provisions for extension with new features. In 1999, Paul Vixie published in
RFC 2671 an extension mechanism, called Extension mechanisms for DNS (EDNS) that introduced optional
protocol elements without increasing overhead when not in use. This was accomplished through the OPT
pseudo-resource record that only exists in wire transmissions of the protocol, but not in any zone files. Initial

extensions were also suggested (EDNSO0), such as increasing the DNS message size in UDP datagrams.

Dynamic zone updates

Dynamic DNS updates use the UPDATE DNS opcode to add or remove resource records dynamically from a zone
data base maintained on an authoritative DNS server. The feature is described in RFC 2136. This facility is useful to
register network clients into the DNS when they boot or become otherwise available on the network. Since a booting
client may be assigned a different IP address each time from a DHCP server, it is not possible to provide static DNS

assignments for such clients.

Security issues

Originally, security concerns were not major design considerations for DNS software or any software for
deployment on the early Internet, as the network was not open for participation by the general public. However, the
expansion of the Internet into the commercial sector in the 1990s changed the requirements for security measures to

protect data integrity and user authentication.

Several vulnerability issues were discovered and exploited by malicious users. One such issue is DNS cache
poisoning, in which data is distributed to caching resolvers under the pretense of being an authoritative origin server,
thereby polluting the data store with potentially false information and long expiration times (time-to-live).

Subsequently, legitimate application requests may be redirected to network hosts operated with malicious intent.

DNS responses are traditionally not cryptographically signed, leading to many attack possibilities; the Domain Name
System Security Extensions (DNSSEC) modify DNS to add support for cryptographically signed responses. Several

extensions have been devised to secure zone transfers as well.

Some domain names may be used to achieve spoofing effects. For example, paypal.com and paypal.com are
different names, yet users may be unable to distinguish them in a graphical user interface depending on the user's
chosen typeface. In many fonts the letter / and the numeral / look very similar or even identical. This problem is
acute in systems that support internationalized domain names, since many character codes in ISO 10646, may appear

identical on typical computer screens. This vulnerability is occasionally exploited in phishing.[lg]

Techniques such as forward-confirmed reverse DNS can also be used to help validate DNS results.
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Domain name registration

The right to use a domain name is delegated by domain name registrars which are accredited by the Internet
Corporation for Assigned Names and Numbers (ICANN), the organization charged with overseeing the name and
number systems of the Internet. In addition to ICANN, each top-level domain (TLD) is maintained and serviced
technically by an administrative organization, operating a registry. A registry is responsible for maintaining the
database of names registered within the TLD it administers. The registry receives registration information from each
domain name registrar authorized to assign names in the corresponding TLD and publishes the information using a

special service, the whois protocol.

ICANN publishes the complete list of TLD registries and domain name registrars. Registrant information associated
with domain names is maintained in an online database accessible with the WHOIS service. For most of the more
than 240 country code top-level domains (ccTLDs), the domain registries maintain the WHOIS (Registrant, name
servers, expiration dates, etc.) information. For instance, DENIC, Germany NIC, holds the DE domain data. Since
about 2001, most gTLD registries have adopted this so-called thick registry approach, i.e. keeping the WHOIS data

in central registries instead of registrar databases.

For COM and NET domain names, a thin registry model is used: the domain registry (e.g. VeriSign) holds basic
WHOIS (registrar and name servers, etc.) data. One can find the detailed WHOIS (registrant, name servers, expiry

dates, etc.) at the registrars.

Some domain name registries, often called network information centers (NIC), also function as registrars to
end-users. The major generic top-level domain registries, such as for the COM, NET, ORG, INFO domains, use a
registry-registrar model consisting of many domain name registrars.[20][21] In this method of management, the
registry only manages the domain name database and the relationship with the registrars. The registrants (users of a

domain name) are customers of the registrar, in some cases through additional layers of resellers.

Internet standards

The Domain Name System is defined by Request for Comments (RFC) documents published by the Internet
Engineering Task Force (Internet standards). The following is a list of RFCs that define the DNS protocol.

e RFC 920, Domain Requirements — Specified original top-level domains

e RFC 1032, Domain Administrators Guide

* RFC 1033, Domain Administrators Operations Guide

e RFC 1034, Domain Names - Concepts and Facilities

* RFC 1035, Domain Names - Implementation and Specification

e RFC 1101, DNS Encodings of Network Names and Other Types

e RFC 1123, Requirements for Internet Hosts—Application and Support

e RFC 1178, Choosing a Name for Your Computer (FY1 5)

e RFC 1183, New DNS RR Definitions

e RFC 1591, Domain Name System Structure and Delegation (Informational)
* RFC 1912, Common DNS Operational and Configuration Errors

e RFC 1995, Incremental Zone Transfer in DNS

e RFC 1996, A Mechanism for Prompt Notification of Zone Changes (DNS NOTIFY)
e RFC 2100, The Naming of Hosts (Informational)

* RFC 2136, Dynamic Updates in the domain name system (DNS UPDATE)
e RFC 2181, Clarifications to the DNS Specification

* RFC 2182, Selection and Operation of Secondary DNS Servers

e RFC 2308, Negative Caching of DNS Queries (DNS NCACHE)

* RFC 2317, Classless IN-ADDR.ARPA delegation (BCP 20)
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RFC 2671, Extension Mechanisms for DNS (EDNS0)

RFC 2672, Non-Terminal DNS Name Redirection

RFC 2845, Secret Key Transaction Authentication for DNS (TSIG)

RFC 3225, Indicating Resolver Support of DNSSEC

RFC 3226, DNSSEC and IPv6 A6 aware server/resolver message size requirements

RFC 3597, Handling of Unknown DNS Resource Record (RR) Types

RFC 3696, Application Techniques for Checking and Transformation of Names (Informational)
RFC 4343, Domain Name System (DNS) Case Insensitivity Clarification

RFC 4592, The Role of Wildcards in the Domain Name System

RFC 4635, HMAC SHA TSIG Algorithm Identifiers

RFC 4892, Requirements for a Mechanism Identifying a Name Server Instance (Informational)

RFC 5001, DNS Name Server Identifier (NSID) Option

RFC 5452, Measures for Making DNS More Resilient against Forged Answers

RFC 5625, DNS Proxy Implementation Guidelines (BCP 152)

RFC 5890, Internationalized Domain Names for Applications (IDNA): Definitions and Document Framework
RFC 5891, Internationalized Domain Names in Applications (IDNA): Protocol

RFC 5892, The Unicode Code Points and Internationalized Domain Names for Applications (IDNA)
RFC 5893, Right-to-Left Scripts for Internationalized Domain Names for Applications (IDNA)

RFC 5894, Internationalized Domain Names for Applications (IDNA): Background, Explanation, and Rationale
(Informational)

RFC 5895, Mapping Characters for Internationalized Domain Names in Applications (IDNA) 2008
(Informational)

RFC 5966, DNS Transport over TCP - Implementation Requirements

RFC 6195, Domain Name System (DNS) IANA Considerations (BCP 42)

Security

RFC 4033, DNS Security Introduction and Requirements

RFC 4034, Resource Records for the DNS Security Extensions

RFC 4035, Protocol Modifications for the DNS Security Extensions

RFC 4509, Use of SHA-256 in DNSSEC Delegation Signer (DS) Resource Records

RFC 4470, Minimally Covering NSEC Records and DNSSEC On-line Signing

RFC 5011, Automated Updates of DNS Security (DNSSEC) Trust Anchors

RFC 5155, DNS Security (DNSSEC) Hashed Authenticated Denial of Existence

RFC 5702, Use of SHA-2 Algorithms with RSA in DNSKEY and RRSIG Resource Records for DNSSEC
RFC 5910, Domain Name System (DNS) Security Extensions Mapping for the Extensible Provisioning Protocol
(EPP)

RFC 5933, Use of GOST Signature Algorithms in DNSKEY and RRSIG Resource Records for DNSSEC
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IPv4

Internet Protocol version 4 (IPv4) is the fourth revision in the development of the Internet Protocol (IP) and the
first version of the protocol to be widely deployed. Together with IPv6, it is at the core of standards-based

internetworking methods of the Internet. As of 2012 IPv4 is still the most widely deployed Internet Layer protocol.
IPv4 is described in IETF publication RFC 791 (September 1981), replacing an earlier definition (RFC 760, January
1980).

IPv4 is a connectionless protocol for use on packet-switched Link Layer networks (e.g., Ethernet). It operates on a
best effort delivery model, in that it does not guarantee delivery, nor does it assure proper sequencing or avoidance
of duplicate delivery. These aspects, including data integrity, are addressed by an upper layer transport protocol,

such as the Transmission Control Protocol (TCP).

Addressing
IPv4 uses 32-bit (four-byte) addresses, which limits the address space to 4294967296 (232) addresses. Addresses

were assigned to users, and the number of unassigned addresses decreased. IPv4 address exhaustion occurred on
February 3, 2011. It had been significantly delayed by address changes such as classful network design, Classless
Inter-Domain Routing, and network address translation (NAT).

This limitation of IPv4 stimulated the development of IPv6 in the 1990s, which has been in commercial deployment
since 2006.

IPv4 reserves special address blocks for private networks (~18 million addresses) and multicast addresses (~270

million addresses).

Address representations

IPv4 addresses may be written in any notation expressing a 32-bit integer value, but for human convenience, they are
most often written in the dot-decimal notation, which consists of four octets of the address expressed individually in

decimal and separated by periods.

The following table shows several representation formats:

Notation Value Conversion from dot-decimal

Dotted decimal 192.0.2.235 N/A

Dotted hexa decimal[l] 0xC0.0x00.0x02.0xEB | Each octet is individually converted to hexadecimal form

Dotted oct al[l] 0300.0000.0002.0353 | Each octet is individually converted into octal
Hexadecimal 0xC00002EB Concatenation of the octets from the dotted hexadecimal
Decimal 3221226219 The 32-bit number expressed in decimal

Octal 030000001353 The 32-bit number expressed in octal
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Allocation

Originally, an IP address was divided into two parts: the network identifier was the most significant (highest order)
octet of the address, and the host identifier was the rest of the address. The latter was therefore also called the rest

field. This enabled the creation of a maximum of 256 networks. This was quickly found to be inadequate.

To overcome this limit, the high order octet of the addresses was redefined to create a set of classes of networks, in a
system which later became known as classful networking. The system defined five classes, Class A, B, C, D, and E.
The Classes A, B, and C had different bit lengths for the new network identification. The rest of an address was used
as previously to identify a host within a network, which meant that each network class had a different capacity to

address hosts. Class D was allocated for multicast addressing and Class E was reserved for future applications.
Starting around 1985, people devised methods to subdivide IP networks. One flexible method was the
variable-length subnet mask (VLSM).[Z]B]

Around 1993, this system of classes was officially replaced with Classless Inter-Domain Routing (CIDR), and the
class-based scheme was dubbed classful, by contrast. CIDR was designed to permit repartitioning of any address
space so that smaller or larger blocks of addresses could be allocated to users. The hierarchical structure created by
CIDR is managed by the Internet Assigned Numbers Authority (IANA) and the regional Internet registries (RIRs).

Each RIR maintains a publicly searchable WHOIS database that provides information about IP address assignments.
Special-use addresses

Reserved address blocks

Range Description Reference
0.0.0.0/8 Current network (only valid as source address) | RFC 1700
10.0.0.0/8 Private network RFC 1918
100.64.0.0/10 Shared Address Space RFC 6598
127.0.0.0/8 Loopback RFC 5735
169.254.0.0/16 | Link-local RFC 3927
172.16.0.0/12 Private network RFC 1918
192.0.0.0/24 Reserved (IANA) RFC 5735

192.0.2.0/24 TEST-NET-1, documentation and examples RFC 5735

192.88.99.0/24 | IPv6 to IPv4 relay RFC 3068
192.168.0.0/16 | Private network RFC 1918
198.18.0.0/15 Network benchmark tests RFC 2544

198.51.100.0/24 | TEST-NET-2, documentation and examples RFC 5737

203.0.113.0/24 | TEST-NET-3, documentation and examples RFC 5737

224.0.0.0/4 IP multicast (former Class D network) RFC 5771

240.0.0.0/4 Reserved (former Class E network) RFC 1700

255.255.255.255 | Broadcast RFC 919
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Private networks

Of the approximately four billion addresses allowed in IPv4, three ranges of address are reserved for use in private
networks. These ranges are not routable outside of private networks, and private machines cannot directly
communicate with public networks. They can, however, do so through network address translation.

The following are the three ranges reserved for private networks (RFC 1918):

Name Address range Number of addresses Classful description Largest CIDR block
24-bit block | 10.0.0.0-10.255.255.255 16777216 Single Class A 10.0.0.0/8
20-bit block | 172.16.0.0-172.31.255.255 | 1048576 Contiguous range of 16 Class B blocks | 172.16.0.0/12
16-bit block | 192.168.0.0-192.168.255.255 | 65536 Contiguous range of 256 Class C blocks | 192.168.0.0/16

Virtual private networks

Packets with a private destination address are ignored by all public routers. Two private networks (e.g., two branch
offices) cannot communicate via the public internet, unless they use an IP tunnel or a virtual private network (VPN).
When one private network wants to send a packet to another private network, the first private network encapsulates
the packet in a protocol layer so that the packet can travel through the public network. Then the packet travels
through the public network. When the packet reaches the other private network, its protocol layer is removed, and
the packet travels to its destination.

Optionally, encapsulated packets may be encrypted to secure the data while it travels over the public network.

Link-local addressing
RFC 5735 defines the special address block 169.254.0.0/16 for link-local addressing. These addresses are only valid

on links (such as a local network segment or point-to-point connection) connected to a host. These addresses are not
routable. Like private addresses, these addresses cannot be the source or destination of packets traversing the
internet. These addresses are primarily used for address autoconfiguration (Zeroconf) when a host cannot obtain an

IP address from a DHCP server or other internal configuration methods.

When the address block was reserved, no standards existed for address autoconfiguration. Microsoft created an
implementation called Automatic Private IP Addressing (APIPA), which was deployed on millions of machines and
became a de facto standard. Many years later, in May 2005, the IETF defined a formal standard in RFC 3927,
entitled Dynamic Configuration of IPv4 Link-Local Addresses.

Loopback
The class A network 127.0.0.0 (classless network 127.0.0.0/8) is reserved for loopback. IP packets which source

addresses belong to this network should never appear outside a host. The modus operandi of this network expands

upon that of a loopback interface:

* IP packets which source and destination addresses belong to the network (or subnetwork) of the same loopback
interface are returned back to that interface;
» IP packets which source and destination addresses belong to networks (or subnetworks) of different interfaces of

the same host, one of them being a loopback interface, are forwarded regularly.
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Addresses ending in 0 or 255

Networks with subnet masks of at least 24 bits, i.e. Class C networks in classful networking, and networks with
CIDR prefixes /24 to /32 (255.255.255.0—255.255.255.255) may not have an address ending in O or 255.

Classful addressing prescribed only three possible subnet masks: Class A, 255.0.0.0 or /8; Class B, 255.255.0.0 or
/16; and Class C, 255.255.255.0 or /24. For example, in the subnet 192.168.5.0/255.255.255.0 (192.168.5.0/24) the
identifier 192.168.5.0 commonly is used to refer to the entire subnet. To avoid ambiguity in representation, the

address ending in the octet O is reserved.

A broadcast address is an address that allows information to be sent to all interfaces in a given subnet, rather than a
specific machine. Generally, the broadcast address is found by obtaining the bit complement of the subnet mask and
performing a bitwise OR operation with the network identifier. In other words, the broadcast address is the last
address in the address range of the subnet. For example, the broadcast address for the network 192.168.5.0 is
192.168.5.255. For networks of size /24 or larger, the broadcast address always ends in 255.

However, this does not mean that every address ending in O or 255 cannot be used as a host address. For example,
consider a /16 subnet 192.168.0.0/255.255.0.0, which is equivalent to the address range
192.168.0.0—192.168.255.255. The broadcast address is 192.168.255.255. One can use the following addresses for
hosts, even though they end with 255: 192.168.1.255, 192.168.2.255, etc. Also, 192.168.0.0 is the network identifier
and must not be used for a host.[*l One can use the following addresses for hosts, even though they end with O:
192.168.1.0, 192.168.2.0, etc.

In the past, conflict between network addresses and broadcast addresses arose because some software used

non-standard broadcast addresses with zeros instead of ones.[s]

In networks smaller than /24, broadcast addresses do not necessarily end with 255. For example, a CIDR subnet
203.0.113.16/28 has the broadcast address 203.0.113.31.

Address resolution

Hosts on the Internet are usually known by names, e.g., www.example.com, not primarily by their IP address, which
is used for routing and network interface identification. The use of domain names requires translating, called
resolving, them to addresses and vice versa. This is analogous to looking up a phone number in a phone book using

the recipient's name.

The translation between addresses and domain names is performed by the Domain Name System (DNS), a
hierarchical, distributed naming system which allows for subdelegation of name spaces to other DNS servers. DNS
is often described in analogy to the telephone system directory information systems in which subscriber names are
translated to telephone numbers.

Address space exhaustion

Since the 1980s, it was apparent that the pool of available IPv4 addresses was being depleted at a rate that was not
initially anticipated in the original design of the network address system.[é] The threat of exhaustion was the
motivation for remedial technologies, such as classful networks, Classless Inter-Domain Routing (CIDR) methods,

and network address translation (NAT). Eventually, IPv6 was created, which has many more addresses available.
Several market forces accelerated IPv4 address exhaustion:

* Rapidly growing number of Internet users
* Always-on devices — ADSL modems, cable modems

* Mobile devices — laptop computers, PDAs, mobile phones

Some technologies mitigated IPv4 address exhaustion:
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* Network address translation (NAT) is a technology that allows a private network to use one public IP address. It
permits private addresses in the private network.

* Use of private networks

* Dynamic Host Configuration Protocol (DHCP)

* Name-based virtual hosting of web sites

» Tighter control by regional Internet registries over the allocation of addresses to local Internet registries

* Network renumbering to reclaim large blocks of address space allocated in the early days of the Internet

The primary address pool of the Internet, maintained by IANA, was exhausted on 3 February 2011, when the last 5
blocks were allocated to the 5 RIRs..'®1 APNIC was the first RIR to exhaust its regional pool on 15 April 2011,
except for a small amount of address space reserved for the transition to IPv6, which will be allocated under a much

more restricted policy.[9]

The accepted and standard solution is to use Internet Protocol Version 6. The address size was increased in IPv6 to
128 bits, providing a vastly increased address space that also allows improved route aggregation across the Internet
and offers large subnetwork allocations of a minimum of 2% host addresses to end-users. Migration to IPv6 is in

progress but completion is expected to take considerable time.

Packet structure

An IP packet consists of a header section and a data section.

Header

The IPv4 packet header consists of 14 fields, of which 13 are required. The 14th field is optional (red background in
table) and aptly named: options. The fields in the header are packed with the most significant byte first (big endian),
and for the diagram and discussion, the most significant bits are considered to come first (MSB 0 bit numbering).
The most significant bit is numbered 0, so the version field is actually found in the four most significant bits of the

first byte, for example.

IPv4 Header Format

Offsets | Octet 0 1 2 3

Octet | Bit |0/1|2(3(4|5/6|7|8(9/1011|12(13 1415|1617 18|19 20|21 |22 23|24 |25|26|27|28(29|30|31
0 0 Version IHL DSCP ECN Total Length
4 32 Identification Flags Fragment Offset
8 64 Time To Live Protocol Header Checksum
12 96 Source IP Address
16 128 Destination IP Address
20 160 Options (if IHL > 5)

Version

The first header field in an IP packet is the four-bit version field. For IPv4, this has a value of 4 (hence the

name IPv4).
Internet Header Length (IHL)
The second field (4 bits) is the Internet Header Length (IHL), which is the number of 32-bit words in the

header. Since an IPv4 header may contain a variable number of options, this field specifies the size of the
header (this also coincides with the offset to the data). The minimum value for this field is 5 (RFC 791), which
is a length of 5x32 = 160 bits = 20 bytes. Being a 4-bit value, the maximum length is 15 words (15x32 bits) or
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480 bits = 60 bytes.
Differentiated Services Code Point (DSCP)
Originally defined as the Type of Service field, this field is now defined by RFC 2474 for Differentiated

services (DiffServ). New technologies are emerging that require real-time data streaming and therefore make
use of the DSCP field. An example is Voice over IP (VoIP), which is used for interactive data voice exchange.

Explicit Congestion Notification (ECN)

This field is defined in RFC 3168 and allows end-to-end notification of network congestion without dropping
packets. ECN is an optional feature that is only used when both endpoints support it and are willing to use it. It
is only effective when supported by the underlying network.

Total Length

This 16-bit field defines the entire packet (fragment) size, including header and data, in bytes. The
minimum-length packet is 20 bytes (20-byte header + 0 bytes data) and the maximum is 65,535 bytes — the
maximum value of a 16-bit word. The largest datagram that any host is required to be able to reassemble is
576 bytes, but most modern hosts handle much larger packets. Sometimes subnetworks impose further
restrictions on the packet size, in which case datagrams must be fragmented. Fragmentation is handled in
either the host or router in IPv4.

Identification

This field is an identification field and is primarily used for uniquely identifying fragments of an original IP
datagram. Some experimental work has suggested using the ID field for other purposes, such as for adding

packet-tracing information to help trace datagrams with spoofed source addresses. ']

Flags

A three-bit field follows and is used to control or identify fragments. They are (in order, from high order to

low order):

¢ bit 0: Reserved; must be zero.[“]

e bit 1: Don't Fragment (DF)
* bit 2: More Fragments (MF)

If the DF flag is set, and fragmentation is required to route the packet, then the packet is dropped. This can be
used when sending packets to a host that does not have sufficient resources to handle fragmentation. It can also
be used for Path MTU Discovery, either automatically by the host IP software, or manually using diagnostic
tools such as ping or traceroute.

For unfragmented packets, the MF flag is cleared. For fragmented packets, all fragments except the last have
the MF flag set. The last fragment has a non-zero Fragment Offset field, differentiating it from an

unfragmented packet.
Fragment Offset

The fragment offset field, measured in units of eight-byte blocks, is 13 bits long and specifies the offset of a
particular fragment relative to the beginning of the original unfragmented IP datagram. The first fragment has
an offset of zero. This allows a maximum offset of (213 — 1) x 8 = 65,528 bytes, which would exceed the
maximum IP packet length of 65,535 bytes with the header length included (65,528 + 20 = 65,548 bytes).

Time To Live (TTL)

An eight-bit time to live field helps prevent datagrams from persisting (e.g. going in circles) on an internet.
This field limits a datagram's lifetime. It is specified in seconds, but time intervals less than 1 second are
rounded up to 1. In practice, the field has become a hop count—when the datagram arrives at a router, the
router decrements the TTL field by one. When the TTL field hits zero, the router discards the packet and
typically sends a ICMP Time Exceeded message to the sender.
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The program traceroute uses these ICMP Time Exceeded messages to print the routers used by packets to go

from the source to the destination.
Protocol

This field defines the protocol used in the data portion of the IP datagram. The Internet Assigned Numbers

Authority maintains a list of IP protocol numbers which was originally defined in RFC 790.
Header Checksum

The 16-bit checksum field is used for error-checking of the header. When a packet arrives at a router, the
router calculates the checksum of the header and compares it to the checksum field. If the values do not match,
the router discards the packet. Errors in the data field must be handled by the encapsulated protocol. Both UDP
and TCP have checksum fields.

When a packet arrives at a router, the router decreases the TTL field. Consequently, the router must calculate a
new checksum. RFC 1071 defines the checksum calculation:

The checksum field is the 16-bit one's complement of the one's complement sum of all 16-bit words in the

header. For purposes of computing the checksum, the value of the checksum field is zero.
For example, consider Hex 4500003044224000800600008c7c19acae241e2b (20 bytes IP header):
Step 1) 4500 + 0030 + 4422 + 4000 + 8006 + 0000 + 8c7c + 19ac + ae24 + 1e2b = 2BBCF (16-bit sum)
Step 2) 2+ BBCF =BBD1 =1011101111010001 (1's complement 16-bit sum)
Step 3) ~BBD1 =0100010000101110 = 442E (1's complement of 1's complement 16-bit sum)

To validate a header's checksum the same algorithm may be used - the checksum of a header which contains a

correct checksum field is a word containing all zeros (value 0):

2BBCF + 442E = 2FFFD. 2 + FFFD = FFFF. the 1'S of FFFF = 0.

Source address

This field is the IPv4 address of the sender of the packet. Note that this address may be changed in transit by a

network address translation device.
Destination address

This field is the IPv4 address of the receiver of the packet. As with the source address, this may be changed in
transit by a network address translation device.

Options
The options field is not often used. Note that the value in the IHL field must include enough extra 32-bit words
to hold all the options (plus any padding needed to ensure that the header contains an integral number of 32-bit
words). The list of options may be terminated with an EOL (End of Options List, 0x00) option; this is only
necessary if the end of the options would not otherwise coincide with the end of the header. The possible

options that can be put in the header are as follows:



http://en.wikipedia.org/w/index.php?title=Traceroute
http://en.wikipedia.org/w/index.php?title=Internet_Assigned_Numbers_Authority
http://en.wikipedia.org/w/index.php?title=Internet_Assigned_Numbers_Authority
http://en.wikipedia.org/w/index.php?title=List_of_IP_protocol_numbers
http://en.wikipedia.org/w/index.php?title=Checksum
http://en.wikipedia.org/w/index.php?title=User_Datagram_Protocol
http://en.wikipedia.org/w/index.php?title=Transmission_Control_Protocol
http://en.wikipedia.org/w/index.php?title=Ones%27_complement
http://en.wikipedia.org/w/index.php?title=IPv4_address
http://en.wikipedia.org/w/index.php?title=IPv4_address
http://en.wikipedia.org/w/index.php?title=End_of_Options_List

IPv4

38

Field Size Description
(bits)
Copied 1 Set to 1 if the options need to be copied into all fragments of a fragmented packet.
Option Class 2 A general options category. 0 is for "control" options, and 2 is for "debugging and measurement". 1, and 3 are
reserved.
Option 5 Specifies an option.
Number
Option Length |8 Indicates the size of the entire option (including this field). This field may not exist for simple options.
Option Data Variable | Option-specific data. This field may not exist for simple options.

* Note: If the header length is greater than 5, i.e. it is from 6 to 15, it means that the options field is present and
must be considered.
* Note: Copied, Option Class, and Option Number are sometimes referred to as a single eight-bit field - the Option
Type.
The following two options are discouraged because they create security concerns: Loose Source and Record
Route (LSRR) and Strict Source and Record Route (SSRR). Many routers block packets containing these

options. (121

Data

The data portion of the packet is not included in the packet checksum. Its contents are interpreted based on the value
of the Protocol header field.

In a typical IP implementation, standard protocols such as TCP and UDP are implemented in the OS kernel, for
performance reasons. Other protocols such as ICMP may be partially implemented by the kernel, or implemented
purely in user software. Protocols not implemented in-kernel, and not exposed by standard APIs such as BSD

sockets, are typically implemented using a 'raw socket' API.

Some of the common protocols for the data portion are listed below:

Protocol Number Protocol Name Abbreviation
1 Internet Control Message Protocol ICMP

2 Internet Group Management Protocol | IGMP

6 Transmission Control Protocol TCP

17 User Datagram Protocol UDP

41 IPv6 encapsulation ENCAP

89 Open Shortest Path First OSPF

132 Stream Control Transmission Protocol | SCTP

See List of IP protocol numbers for a complete list.

Fragmentation and reassembly

The Internet Protocol enables networks to communicate with one another. The design accommodates networks of
diverse physical nature; it is independent of the underlying transmission technology used in the Link Layer.
Networks with different hardware usually vary not only in transmission speed, but also in the maximum transmission
unit (MTU). When one network wants to transmit datagrams to a network with a smaller MTU, it may fragment its

datagrams. In IPv4, this function was placed at the Internet Layer, and is performed in IPv4 routers, which thus only
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require this layer as the highest one implemented in their design.

In contrast, IPv6, the next generation of the Internet Protocol, does not allow routers to perform fragmentation; hosts

must determine the path MTU before sending datagrams.

Fragmentation

When a router receives a packet, it examines the destination address and determines the outgoing interface to use.
The interface has an MTU. If the packet size is bigger than the MTU, the router may fragment the packet.

The router divides the packet into segments. The max size of each segment is the MTU minus the IP header size (20
bytes minimum; 60 bytes maximum). The router puts each segment into its own packet, each fragment packet having

following changes:

» The rotal length field is the segment size.

* The more fragments (MF) flag is set for all segments except the last one, which is set to 0.

» The fragment offset field is set, based on the offset of the segment in the original data payload. This is measured
in units of eight-byte blocks.

* The header checksum field is recomputed.

For example, for an MTU of 1,500 bytes and a header size of 20 bytes, the fragment offsets would be multiples of
(1500 — 20)/8 = 185. These multiples are 0, 185, 370, 555, 740, ...

It is possible for a packet to be fragmented at one router, and for the fragments to be fragmented at another router.
For example, consider a packet with a data size of 4,500 bytes, no options, and a header size of 20 bytes. So the
packet size is 4,520 bytes. Assume that the packet travels over a link with an MTU of 2,500 bytes. Then it will

become two fragments:

Fragment | Total bytes | Header bytes | Data bytes | '"'More fragments'' flag | Fragment offset (bytes)

1 2500 20 2480 1 0

2 2040 20 2020 0 310

Note that the fragments preserve the data size: 2480 + 2020 = 4500.
Note how we get the offsets from the data sizes:

* 0.
* 0+ 2480/8 =310.

Assume that these fragments reach a link with an MTU of 1,500 bytes. Each fragment will become two fragments:

Fragment | Total bytes | Header bytes | Data bytes | ""More fragments' flag | Fragment offset (bytes)
1 1500 20 1480 1 0
2 1020 20 1000 1 185
3 1500 20 1480 1 310
4 560 20 540 0 495

Note that the fragments preserve the data size: 1480 + 1000 = 2480, and 1480 + 540 = 2020.
Note how we get the offsets from the data sizes:

e 0.

* 0+ 1480/8 =185

* 185+ 1000/8 =310
* 310+ 1480/8 = 495

We can use the last offset and last data size to calculate the total data size: 495*8 + 540 = 3960 + 540 = 4500.
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Reassembly
A receiver knows that a packet is a fragment if at least one of the following conditions is true:

e The "more fragments" flag is set. (This is true for all fragments except the last.)

* The "fragment offset" field is nonzero. (This is true for all fragments except the first.)

The receiver identifies matching fragments using the identification field. The receiver will reassemble the data from
fragments with the same identification field using both the fragment offset and the more fragments flag. When the
receiver receives the last fragment (which has the "more fragments" flag set to 0), it can calculate the length of the
original data payload, by multiplying the last fragment's offset by eight, and adding the last fragment's data size. In
the example above, this calculation was 495*8 + 540 = 4500 bytes.

When the receiver has all the fragments, it can put them in the correct order, by using their offsets. It can then pass

their data up the stack for further processing.

Assistive protocols

The Internet Protocol is the protocol that defines and enables internetworking at the Internet Layer and thus forms
the Internet. It uses a logical addressing system. IP addresses are not tied in any permanent manner to hardware
identifications and, indeed, a network interface can have multiple IP addresses. Hosts and routers need additional
mechanisms to identify the relationship between device interfaces and IP addresses, in order to properly deliver an IP
packet to the destination host on a link. The Address Resolution Protocol (ARP) performs this
IP-address-to-hardware-address translation for IPv4. (A hardware address is also called a MAC address.) In addition,
the reverse correlation is often necessary. For example, when an IP host is booted or connected to a network it needs
to determine its IP address, unless an address is preconfigured by an administrator. Protocols for such inverse
correlations exist in the Internet Protocol Suite. Currently used methods are Dynamic Host Configuration Protocol
(DHCP), Bootstrap Protocol (BOOTP) and, infrequently, reverse ARP.
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IPv6

IPv6 (Internet Protocol version 6) is the latest revision of the Internet Protocol (IP), the primary communications
protocol upon which the entire Internet is built. IPv6 is intended to replace the older IPv4, which is still employed for
the vast majority of Internet traffic as of 2012.11 1Pv6 was developed by the Internet Engineering Task Force (IETF)
to deal with the long-anticipated problem of IPv4 running out of addresses. IPv6 implements a new IP address
system that allows for far more addresses to be assigned than is possible with IPv4, but as a result the two protocols

are not compatible, complicating the transition to IPv6.

Each device on the Internet, such as a computer or mobile telephone, must be assigned an IP address in order to
communicate with other devices. With the ever-increasing number of new devices being connected to the Internet,
there is a need for more addresses than IPv4 can accommodate. IPv6 uses 128-bit addresses, allowing for 2128, or
approximately 34 x 108 addresses — more than 79 x 10 times as many as IPv4, which uses 32-bit addresses. IPv4
allows for only 4,294,967,296 unique addresses worldwide (or less than one address per person alive in 2012), but

IPv6 allows for around 48 x 10°% addresses per person — a number unlikely ever to run out.

IPv6 addresses, as commonly displayed to users, consist of eight groups of four hexadecimal digits separated by
colons, for example 2001 : 0db8:85a3:0042:0000:8a2e:0370:7334.

The deployment of IPv6 is accelerating, with a World IPv6 Launch having taken place on 6 June 2012, in which
major internet service providers, especially in countries that had been lagging in IPv6 adoption, deployed IPv6
addresses to portions of their users.?! Data from Arbor Networks showed a peak of 0.2% of Internet traffic on IPv6
during the launch.®!
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Technical definition

IPv6, like the most commonly used IPv4 (as

of 2012), is an Internet-layer protocol for An IPv6 address (in hexadecimal)
packet-switched internetworking and

provides end-to-end datagram transmission 2001:0DB8:AC10:FE01:0000:0000:0000:0000
across multiple IP networks. It is described \ 4 \ 4 ¥ \ T !

in Internet standard document RFC 2460, 2001:0DB8:AC10:FEQ1:: Zeroes can be omitted

published in December 1998. In addition
to offering more addresses, IPv6 also
implements features not present in IPv4. It

0010000000000001:0000110110111000:1010110000010000:1111111000000001:

simplifies aspects of address assignment

. . 0000000000000000:0000000000000000:0000000000000000:0000000000000000
(stateless address autoconfiguration),
network renumbering and router Decomposition of an IPv6 address into its binary form
announcements when changing network
connectivity providers. The IPv6 subnet size has been standardized by fixing the size of the host identifier portion of
an address to 64 bits to facilitate an automatic mechanism for forming the host identifier from link-layer media
addressing information (MAC address). Network security is also integrated into the design of the IPv6 architecture,

including the option of IPsec.

IPv6 does not implement interoperability features with IPv4, but essentially creates a parallel, independent network.
Exchanging traffic between the two networks requires special translator gateways, but this is not generally required,
since most computer operating systems and software implement both protocols for transparent access to both

networks, either natively or using a tunneling protocol like 6to4, 6in4, or Teredo.

Motivation and origin

IPv4

Internet Protocol Version 4 (IPv4) was the

first publicly used version of the Internet An IPv4 address (dotted-decimal notation)
Protocol. IPv4 addresses are typically

displayed as four numbers, each in the range 172 . 16 . 254 . 1

0 to 255, or 8 bits per number, for a total of
32 bits. Thus IPv4 provides an addressing ’ ’ ’ ;
10101100.00010000.11111110.00000001

L Il I
billion addresses. Address exhaustion was ! I

IOne byte =Eight bits

capability of 232 or approximately 4.3

not initially a concern in IPv4 as this version

was originally presumed to be an internal Thirty—two bits (4IX 8). or 4 bytes
test within ARPA, and not intended for '

public use. Decomposition of an IPv4 address to its binary value

The decision to put a 32-bit address

space on there was the result of a year's battle among a bunch of engineers who couldn't make up their minds
about 32, 128, or variable-length. And after a year of fighting, I said—I'm now at ARPA, I'm running the
program, I'm paying for this stuff, I'm using American tax dollars, and I wanted some progress because we

didn't know if this was going to work. So I said: OK, it's 32-bits. That's enough for an experiment; it's 4.3

billion terminations. Even the Defense Department doesn't need 4.3 billion of everything and couldn't afford to

buy 4.3 billion edge devices to do a test anyway. So at the time I thought we were doing an experiment to
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prove the technology and that if it worked we'd have opportunity to do a production version of it. Well, it just
escaped! It got out and people started to use it, and then it became a commercial thing. So this [IPv6] is the

production attempt at making the network scalable.
—Vint Cerf, Google IPv6 Conference 2008[5]

During the first decade of operation of the Internet (by the late 1980s), it became apparent that methods had to be
developed to conserve address space. In the early 1990s, even after the redesign of the addressing system using a
classless network model, it became clear that this would not suffice to prevent IPv4 address exhaustion, and that

further changes to the Internet infrastructure were needed.!®

The last available top-level (/8) blocks of 16 million IPv4 addresses were assigned in February 2011 by the Internet
Assigned Numbers Authority (IANA) to the five Regional Internet registries (RIRs). However, many free addresses
still remain within most assigned blocks, and each RIR will continue with standard address allocation policy until it
is at its last /8 block. After that, only blocks of 1024 addresses (a /22) will be made available from the RIR to
each Local Internet registry (LIR). As of September 2012, both the Asia-Pacific Network Information Centre
(APNIC) and the Réseaux IP Européens Network Coordination Centre (RIPE_NCC) had reached this stage.m[g]

Working-group proposal

By the beginning of 1992, several proposals appeared and by the end
of 1992, the IETF announced a call for white papers.[g] In September
1993, the IETF created a temporary, ad-hoc IP Next Generation (IPng)
area to deal specifically with IPng issues. The new area was led by
Allison Mankin and Scott Bradner, and had a directorate with 15
engineers from diverse backgrounds for direction-setting and
preliminary document review: 91 The working-group members were
J. Allard (Microsoft), Steve Bellovin (AT&T), Jim Bound (Digital
Equipment Corporation), Ross Callon (Wellfleet), Brian Carpenter
(CERN), Dave Clark (MIT), John Curran (NEARNET), Steve Deering
(Xerox), Dino Farinacci (Cisco), Paul Francis (NTT), Eric
Fleischmann (Boeing), Mark Knopper (Ameritech), Greg Minshall
(Novell), Rob Ullmann (Lotus), and Lixia Zhang (XCI‘OX).[] 1

Logo for IPv6 released by the Internet Society

The Internet Engineering Task Force adopted the IPng model on 25 July 1994, with the formation of several IPng
working groups.[6] By 1996, a series of RFCs was released defining Internet Protocol version 6 (IPv6), starting with

RFC 1883. (Version 5 was used by the experimental Internet Stream Protocol.)

It is widely expected that the Internet will use IPv4 alongside IPv6 for the foreseeable future. IPv4-only and
[Pv6-only nodes cannot communicate directly, and need assistance from an intermediary gateway or must use other

transition mechanisms.
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Exhaustion of IPv4 addresses

On 3 February 2011, in a ceremony in Miami, the Internet Assigned Numbers Authority (IANA) assigned the last

batch of five /8 address blocks to the Regional Internet Registries,m]

officially depleting the global pool of
completely fresh blocks of addresses.[l3] Each /8 address block represents approximately 16.7 million possible
p y p pp y p

addresses, for a total of over 80 million potential addresses combined.

At the time, it was anticipated that these addresses could well be fully consumed within three to six months at
then-current rates of allocation.'* APNIC was the first RIR to exhaust its regional pool on 15 April 2011, except for
a small amount of address space reserved for the transition to IPv6, which will be allocated in a much more restricted

way.[ls]

In 2003, the director of Asia-Pacific Network Information Centre (APNIC), Paul Wilson, stated that, based on
then-current rates of deployment, the available space would last for one or two decades.'® In September 2005, a
report by Cisco Systems suggested that the pool of available addresses would exhaust in as little as 4 to 5 years.[m
In 2008, a policy process started for the end-game and post-exhaustion era. 18 In 2010, a daily updated report
projected the global address pool exhaustion by the first quarter of 2011, and depletion at the five regional Internet

registries before the end of 2011 119

Comparison to I1Pv4

(410201 Because the

IPv6 specifies a new packet format, designed to minimize packet header processing by routers.
headers of IPv4 packets and IPv6 packets are significantly different, the two protocols are not interoperable.
However, in most respects, IPv6 is a conservative extension of IPv4. Most transport and application-layer protocols
need little or no change to operate over IPv6; exceptions are application protocols that embed internet-layer

addresses, such as FTP and NTPv3, where the new address format may cause conflicts with existing protocol syntax.

Larger address space

The main advantage of IPv6 over IPv4 is its larger address space. The length of an IPv6 address is 128 bits,
compared to 32 bits in 1Pv4." The address space therefore has 2128 o approximately 34 x 10%® addresses. By
comparison, this amounts to approximately 48 x 108 addresses for each of the seven billion people alive in 201 .21
In addition, the IPv4 address space is poorly allocated, with approximately 14% of all available addresses
utilized.**! While these numbers are large, it wasn't the intent of the designers of the IPv6 address space to assure
geographical saturation with usable addresses. Rather, the longer addresses simplify allocation of addresses, enable
efficient route aggregation, and allow implementation of special addressing features. In IPv4, complex Classless
Inter-Domain Routing (CIDR) methods were developed to make the best use of the small address space. The
standard size of a subnet in IPv6 is 264 addresses, the square of the size of the entire IPv4 address space. Thus, actual
address space utilization rates will be small in IPv6, but network management and routing efficiency is improved by

the large subnet space and hierarchical route aggregation.

Renumbering an existing network for a new connectivity provider with different routing prefixes is a major effort
with IPv4. 112 with IPv6, however, changing the prefix announced by a few routers can in principle renumber an
entire network, since the host identifiers (the least-significant 64 bits of an address) can be independently

self-configured by a host.!?”!
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Multicasting

Multicasting, the transmission of a packet to multiple destinations in a single send operation, is part of the base
specification in IPv6. In IPv4 this is an optional although commonly implemented feature.”®! IPv6 multicast
addressing shares common features and protocols with IPv4 multicast, but also provides changes and improvements
by eliminating the need for certain protocols. IPv6 does not implement traditional IP broadcast, i.e. the transmission
of a packet to all hosts on the attached link using a special broadcast address, and therefore does not define
broadcast addresses. In IPv6, the same result can be achieved by sending a packet to the link-local all nodes
multicast group at address ££02: :1, which is analogous to IPv4 multicast to address 224.0.0.1. I[Pv6 also
provides for new multicast implementations, including embedding rendezvous point addresses in an [Pv6 multicast

group address, which simplifies the deployment of inter-domain solutions.!?”)

In IPv4 it is very difficult for an organization to get even one globally routable multicast group assignment, and the

(28] Unicast address assignments by a local Internet registry

implementation of inter-domain solutions is very arcane.
for IPv6 have at least a 64-bit routing prefix, yielding the smallest subnet size available in IPv6 (also 64 bits). With
such an assignment it is possible to embed the unicast address prefix into the IPv6 multicast address format, while
still providing a 32-bit block, the least significant bits of the address, or approximately 4.2 billion multicast group
identifiers. Thus each user of an IPv6 subnet automatically has available a set of globally routable source-specific

multicast groups for multicast applications.Dg]

Stateless address autoconfiguration (SLAAC)

IPv6 hosts can configure themselves automatically when connected to a routed IPv6 network using the Neighbor
Discovery Protocol via Internet Control Message Protocol version 6 (ICMPv6) router discovery messages. When
first connected to a network, a host sends a link-local router solicitation multicast request for its configuration
parameters; if configured suitably, routers respond to such a request with a router advertisement packet that contains

network-layer configuration parameters.[ZS]

If IPv6 stateless address autoconfiguration is unsuitable for an application, a network may use stateful configuration

with the Dynamic Host Configuration Protocol version 6 (DHCPv6) or hosts may be configured statically.

Routers present a special case of requirements for address configuration, as they often are sources for
autoconfiguration information, such as router and prefix advertisements. Stateless configuration for routers can be

achieved with a special router renumbering protocol.BO]

Network-layer security

Internet Protocol Security (IPsec) was originally developed for IPv6, but found widespread deployment first in IPv4,
into which it was back-engineered. Earlier, IPsec was an integral part of the base IPv6 protocol suite,[4][3]] but has

since been made optional.Bz]

Simplified processing by routers

In IPv6, the packet header and the process of packet forwarding have been simplified. Although IPv6 packet headers
are at least twice the size of IPv4 packet headers, packet processing by routers is generally more efficient,[4][20]

thereby extending the end-to-end principle of Internet design. Specifically:

* The packet header in IPv6 is simpler than that used in IPv4, with many rarely used fields moved to separate
optional header extensions.

* IPv6 routers do not perform fragmentation. IPv6 hosts are required to either perform path MTU discovery,
perform end-to-end fragmentation, or to send packets no larger than the IPv6 default minimum MTU size of 1280

octets.
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* The IPv6 header is not protected by a checksum; integrity protection is assumed to be assured by both link-layer
and higher-layer (TCP, UDP, etc.) error detection. UDP/IPv4 may actually have a checksum of 0, indicating no
checksum; IPv6 requires UDP to have its own checksum. Therefore, IPv6 routers do not need to recompute a
checksum when header fields (such as the time to live (TTL) or hop count) change. This improvement may have
been made less necessary by the development of routers that perform checksum computation at link speed using
dedicated hardware, but it is still relevant for software-based routers.

e The TTL field of IPv4 has been renamed to Hop Limit, reflecting the fact that routers are no longer expected to
compute the time a packet has spent in a queue.

Mobility

Unlike mobile IPv4, mobile IPv6 avoids triangular routing and is therefore as efficient as native IPv6. IPv6 routers

may also allow entire subnets to move to a new router connection point without renumbering.[33]

Options extensibility

The IPv6 protocol header has a fixed size (40 octets). Options are implemented as additional extension headers after
the IPv6 header, which limits their size only by the size of an entire packet. The extension header mechanism makes
the protocol extensible in that it allows future services for quality of service, security, mobility, and others to be

added without redesign of the basic protocol.[4]

Jumbograms

IPv4 limits packets to 65535 (216—1) octets of payload. An IPv6 node can optionally handle packets over this limit,
referred to as jumbograms, which can be as large as 4294967295 (232—1) octets. The use of jumbograms may
improve performance over high-MTU links. The use of jumbograms is indicated by the Jumbo Payload Option

header. [34]

Privacy

Like IPv4, IPv6 supports globally unique static IP addresses, which can be used to track a single device's Internet
activity. Most devices are used by a single user, so a device's activity is often assumed to be equivalent to a user's

activity. This causes privacy concerns in the same way that cookies can also track a user's navigation through sites.

The privacy enhancements in IPv6 have been mostly developed in response to a misunderstanding.BS] Interfaces can
have addresses based on the MAC address of the machine (the EUI-64 format), but this is not a requirement. Even
when an address is not based on the MAC address though, the interface's address is (contrary to IPv4) usually global

instead of local, which makes it much easier to identify a single user through the IP address.

361 When privacy extensions are

Privacy extensions for IPv6 have been defined to address these privacy concerns.
enabled, the operating system generates ephemeral IP addresses by concatenating a randomly generated host
identifier with the assigned network prefix. These ephemeral addresses, instead of trackable static IP addresses, are
used to communicate with remote hosts. The use of ephemeral addresses makes it difficult to accurately track a user's

Internet activity by scanning activity streams for a single IPv6 address.*”!

Privacy extensions are enabled by default in Windows, Mac OS X (since 10.7), and iOS (since version 4.3).[38] Some

Linux distributions have enabled privacy extensions as well.?”!

Privacy extensions do not protect the user from other forms of activity tracking, such as tracking cookies. Privacy
extensions do little to protect the user from tracking if only one or two hosts are using a given network prefix, and
the activity tracker is privy to this information. In this scenario, the network prefix is the unique identifier for
tracking. Network prefix tracking is less of a concern if the user's ISP assigns a dynamic network prefix via
DHCp.#0I4]
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Packet format

An IPv6 packet has two parts: a header and payload.

Traffic Class Flow Label

The header consists of a fixed portion with minimal functionality Payload Length Next Header| Hop Limit
required for all packets and may be followed by optional extensions to

implement special features.

The fixed header occupies the first 40 octets (320 bits) of the IPv6
packet. It contains the source and destination addresses, traffic
classification options, a hop counter, and the type of the optional

extension or payload which follows the header. This Next Header field

tells the receiver how to interpret the data which follows the header. If
. . c . . IPv6 packet header
the packet contains options, this field contains the option type of the

next option. The "Next Header" field of the last option, points to the

upper-layer protocol that is carried in the packet's payload.

Extension headers carry options that are used for special treatment of a packet in the network, e.g., for routing,

fragmentation, and for security using the IPsec framework.

Without special options, a payload must be less than 64kB. With a Jumbo Payload option (in a Hop-By-Hop Options
extension header), the payload must be less than 4 GB.

Unlike in IPv4, routers never fragment a packet. Hosts are expected to use Path MTU Discovery to make their

packets small enough to reach the destination without needing to be fragmented. See IPv6 Packet#Fragmentation.

Addressing

Compared to IPv4, the most obvious advantage of IPv6 is its larger address space. IPv4 addresses are 32 bits long
and number about 43 x 10° 4.3 billion).[42] IPv6 addresses are 128 bits long and number about 34 x 10%8 (340

Undecillion). IPv6's addresses are deemed enough for the foreseeable future.!+’!

IPv6 addresses are written in eight groups of four hexadecimal digits separated by colons, such as
2001:0db8:85a3:0000:0000:8a2e:0370:7334. IPv6 unicast addresses other than those that start with

binary 000 are logically divided into two parts: a 64-bit (sub-)network prefix, and a 64-bit interface identifier.!*¥

For stateless address autoconfiguration (SLAAC) to work, subnets require a /64 address block, as defined in RFC
4291 section 2.5.1. Local Internet registries get assigned at least /32 blocks, which they divide among 1SPs.*Y) The
obsolete RFC 3177 recommended the assignment of a /48 to end-consumer sites. This was replaced by RFC 6177,
which "recommends giving home sites significantly more than a single /64, but does not recommend that every home
site be given a /48 either". /56s are specifically considered. It remains to be seen if ISPs will honor this

recommendation; for example, during initial trials, Comcast customers were given a single /64 network. 46!

IPv6 addresses are classified by three types of networking methodologies: unicast addresses identify each network
interface, anycast addresses identify a group of interfaces, usually at different locations of which the nearest one is
automatically selected, and multicast addresses are used to deliver one packet to many interfaces. The broadcast
method is not implemented in IPv6. Each IPv6 address has a scope, which specifies in which part of the network it is

valid and unique. Some addresses are unique only on the local (sub-)network. Others are globally unique.

Some IPv6 addresses are reserved for special purposes, such as loopback, 6to4 tunneling, and Teredo tunneling. See
RFC 5156. Also, some address ranges are considered special, such as link-local addresses for use on the local link
only, Unique Local addresses (ULA) as described in RFC 4193, and solicited-node multicast addresses used in the
Neighbor Discovery Protocol.
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IPv6 in the Domain Name System

In the Domain Name System, hostnames are mapped to IPv6 addresses by AAAA resource records, so-called quad-A
records. For reverse resolution, the IETF reserved the domain ip6.arpa, where the name space is hierarchically
divided by the 1-digit hexadecimal representation of nibble units (4 bits) of the [Pv6 address. This scheme is defined
in RFC 3596.

Address format

An IPv6 address is represented by 8 groups of 16-bit values, each group represented as 4 hexadecimal digits and

separated by colons (:). For example:

2001:0db8:0000:0000:0000:££00:0042:8329

The hexadecimal digits are not case-sensitive; e.g., the groups 0DB8 and 0db8 are equivalent.

An IPv6 address may be abbreviated by using one or more of the following rules:

1. Remove one or more leading zeroes from one or more groups of hexadecimal digits; this is usually done to either
all or none of the leading zeroes. (For example, convert the group 0042 to 42.)

2. Omit one or more consecutive sections of zeroes, using a double colon (::) to denote the omitted sections. The
double colon may only be used once in any given address, as the address would be indeterminate if the double
colon was used multiple times. (For example, 2001 :db8::1:2 isvalid, but 2001:db8::1::2 isnot
permitted.)

Below is an example of these rules:

Address | 2001 | : | 0db8 | : | 0000 | : [ 0000 | : | 0000 | : | ffOO | : | 0042 | : | 8329

With Rule 1 applied to its fullest extent (all leading zeroes removed) | 2001 |:| db8 |: 0]: 0]: O|:|ff00O|:| 42):]8329

With Rule 2 applied to its fullest extent (the most consecutive sections of | 2001 | : | 0db8 | : | ff00 | : | 0042 | : | 8329
zeroes omitted)

With the above 2 actions combined | 2001 | : | db8 | : | ff00 | : 42 |:|8329

Below are the text representations of these addresses:
Initial address: 2001 : 0db8:0000:0000:0000:££00:0042:8329
After removing all leading zeroes: 2001 :db8:0:0:0:££00:42:8329
After omitting consecutive sections of zeroes: 2001 :0db8: : ££00:0042:8329
After doing both: 2001 :db8::££00:42:8329
Another example is the loopback address, which can be abbreviated to : : 1 by using both rules above: 1+
Initial address: 0000:0000:0000:0000:0000:0000:0000:0001
After removing all leading zeroes: 0:0:0:0:0:0:0:1
After omitting consecutive sections of zeroes: : : 0001

After doing both: : : 1

As IPv6 addresses may have more than one representation, which can lead to confusion; there is a proposed standard

for representing them in text. 47
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Transition mechanisms

(48]

Until IPv6 completely supplants IPv4, a number of transition mechanisms" - are needed to enable IPv6-only hosts to

reach IPv4 services and to allow isolated IPv6 hosts and networks to reach each-other over IPv4-only infrastructure.

Many of these transition mechanisms use tunneling to encapsulate IPv6 traffic within IPv4 networks. This is an

imperfect solution, which may increase latency and cause problems with Path MTU Discovery.[49]

Tunneling
protocols are a temporary solution for networks that do not support native dual-stack, where both IPv6 and IPv4 run

independently.

Dual IP stack implementation

Dual-stack (or "native dual-stack") refers to side-by-side implementation of IPv4 and IPv6. That is, both protocols
run on the same network infrastructure, and there's no need to encapsulate IPv6 inside IPv4 (using tunneling) or
vice-versa. Dual-stack is defined in RFC 4213.1°"!

Although this is the most desired IPv6 implementation, as it avoids the complexities and pitfalls of tunneling, it is
not always possible, since outdated network equipment may not support IPv6. A good example is cable TV-based
internet access. In modern cable TV networks, the core of the HFC network (such as large core routers) are likely to
support IPv6. However, other network equipment (such as a CMTS) or customer equipment (like cable modems)
may require software updates or hardware upgrades to support IPv6. This means cable network operators must resort

to tunneling until the backbone equipment supports native dual-stack.

Tunneling

Because not all networks support dual-stack, tunneling is used for IPv4 networks to talk to IPv6 networks (and
vice-versa). Many current internet users do not have IPv6 dual-stack support, and thus cannot reach IPv6 sites
directly. Instead, they must use IPv4 infrastructure to carry IPv6 packets. This is done using a technique known as

tunneling, which encapsulates IPv6 packets within IPv4, in effect using IPv4 as a link layer for IPv6.

IP protocol 41 indicates IPv4 packets which encapsulate IPv6 datagrams. Some routers or network address
translation devices may block protocol 41. To pass through these devices, you might use UDP packets to encapsulate
IPv6 datagrams. Other encapsulation schemes, such as AYIYA or Generic Routing Encapsulation, are also popular.

Conversely, on [Pv6-only internet links, when access to IPv4 network facilities is needed, tunneling of IPv4 over

IPv6 protocol occurs, using the IPv6 as a link layer for IPv4.

Automatic tunneling

Automatic tunneling refers to a technique where the routing infrastructure automatically determines the tunnel
endpoints. Some automatic tunneling techniques are below.

6to4 is recommended by RFC 3056. It uses protocol 41 encapsulation.[sﬂ Tunnel endpoints are determined by using
a well-known IPv4 anycast address on the remote side, and embedding IPv4 address information within IPv6
addresses on the local side. 6to4 is the most common tunnel protocol currently deployed.

Teredo is an automatic tunneling technique that uses UDP encapsulation and can allegedly cross multiple NAT
52 531 and Windows 7.

Most Unix systems implement only 6to4, but Teredo can be provided by third-party software such as Miredo.

boxes.>% IPv6, including 6to4 and Teredo tunneling, are enabled by default in Windows Vista

ISATAPP* treats the IPv4 network as a virtual IPv6 local link, with mappings from each IPv4 address to a link-local
IPv6 address. Unlike 6to4 and Teredo, which are inter-site tunnelling mechanisms, ISATAP is an intra-site

mechanism, meaning that it is designed to provide IPv6 connectivity between nodes within a single organisation.
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Configured and automated tunneling (6in4)

In configured tunneling, the tunnel endpoints are explicitly configured, either by an administrator manually or the
operating system's configuration mechanisms, or by an automatic service known as a tunnel broker;[SS] this is also
referred to as automated tunneling. Configured tunneling is usually more deterministic and easier to debug than
automatic tunneling, and is therefore recommended for large, well-administered networks. Automated tunneling
provides a compromise between the ease of use of automatic tunneling and the deterministic behaviour of configured

tunneling.

Raw encapsulation of IPv6 packets using IPv4 protocol number 41 is recommended for configured tunneling; this is
sometimes known as 6in4 tunneling. As with automatic tunneling, encapsulation within UDP may be used in order to

cross NAT boxes and firewalls.

Proxying and translation for IPv6-only hosts

After the regional Internet registries have exhausted their pools of available IPv4 addresses, it is likely that hosts
newly added to the Internet might only have IPv6 connectivity. For these clients to have backward-compatible

connectivity to existing IPv4-only resources, suitable IPv6 transition mechanisms must be deployed.
One form of address translation is the use of a dual-stack application-layer proxy server, for example a web proxy.

NAT-like techniques for application-agnostic translation at the lower layers in routers and gateways have been

[

proposed. The NAT-PT standard was dropped due to a number of criticisms, %1 however more recently the

continued low adoption of IPv6 has prompted a new standardization effort under the name NAT64.

IPv6 readiness

Compatibility with IPv6 networking is mainly a software or firmware issue. However, much of the older hardware
that could in principle be upgraded is likely to be replaced instead. The American Registry for Internet Numbers
(ARIN) suggested that all Internet servers be prepared to serve IPv6-only clients by January 2012.57 Sites will only
be accessible over NAT64 if they do not use IPv4 literals as well.

Software

Applications can be IPv4 only, IPv6 only, dual-stack, or hybrid dual-stack. Most personal computers running recent
operating system versions are IPv6-ready. Many popular applications with network capabilities are ready, and most

others could be easily upgraded with help from the developers.
Some software transitioning mechanisms are outlined in RFC 4038, RFC 3493, and RFC 3542.

IPv4-mapped IPv6 addresses

Hybrid dual-stack IPv6/IPv4 implementations recognize a special class of addresses, the IPv4-mapped IPv6
addresses. In these addresses, the first 80 bits are zero, the next 16 bits are one, and the remaining 32 bits are the
IPv4 address. You may see these addresses with the first 96 bits written in the standard IPv6 format, and the
remaining 32 bits written in the customary dot-decimal notation of IPv4. For example, : : ££££:192.0.2.128
represents the IPv4 address 192.0.2.128. A deprecated format for IPv4-compatible IPv6 addresses was
::192.0.2.128.%%

Because of the significant internal differences between IPv4 and IPv6, some of the lower-level functionality
available to programmers in the IPv6 stack does not work identically with IPv4-mapped addresses. Some common
IPv6 stacks do not implement the IPv4-mapped address feature, either because the IPv6 and IPv4 stacks are separate
implementations (e.g., Microsoft Windows 2000, XP, and Server 2003), or because of security concerns
(OpenBSD).[Sg] On these operating systems, a program must open a separate socket for each IP protocol it uses. On

some systems, e.g., the Linux kernel, NetBSD, and FreeBSD, this feature is controlled by the socket option
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IPV6_V6ONLY, as specified in RFC 3493.[60!

Hardware and embedded systems

Low-level equipment such as network adapters and network switches may not be affected by the change, since they
transmit link-layer frames without inspecting the contents. However, networking devices that obtain IP addresses or

perform routing of IP packets do need to understand IPv6.

Most equipment would be IPv6 capable with a software or firmware update if the device has sufficient storage and
memory space for the new IPv6 stack. However, manufacturers may be reluctant to spend on software development

costs for hardware they have already sold when they are poised for new sales from IPv6-ready equipment.

In some cases, non-compliant equipment needs to be replaced because the manufacturer no longer exists or software

updates are not possible, for example, because the network stack is implemented in permanent read-only memory.

The CableLabs consortium published the 160 Mbit/s DOCSIS 3.0 IPv6-ready specification for cable modems in
August 2006. The widely used DOCSIS 2.0 does not support IPv6. The new 'DOCSIS 2.0 + IPv6' standard supports
IPv6, which may on the cable modem side require only a firmware upgrade.[Gl][&] It is expected that only 60% of
cable modems' servers and 40% of cable modems will be DOCSIS 3.0 by 201 1.[631 However, most ISPs that support
DOCSIS 3.0 do not support IPv6 across their networks.

Other equipment which is typically not IPv6-ready ranges from Voice over Internet Protocol devices to laboratory

equipment and printers.

Deployment

The introduction of Classless Inter-Domain Routing (CIDR) in the Internet routing and IP address allocation
methods in 1993 and the extensive use of network address translation (NAT) delayed the inevitable IPv4 address
exhaustion, but the final phase of exhaustion started on 3 February 2011.11%! However, despite a decade long
development and implementation history as a Standards Track protocol, general worldwide deployment is still in its

infancy. As of October 2011, about 3% of domain names and 12% of the networks on the internet have IPv6

protocol support.[64]

IPv6 has been implemented on all major operating systems in use in commercial, business, and home consumer

environments. Since 2008, the domain name system can be used in IPv6. IPv6 was first used in a major world event

[65]

during the 2008 Summer Olympic Games, the largest showcase of IPv6 technology since the inception of

1Pv6.1%! Countries like China and the Federal U.S. Government are also starting to require IPv6 capability on their
equipment.

In 2010, Verizon mandated IPv6 operation and deprecated IPv4 as an optional capability for cellular hardware.[®”!

T-Mobile USA followed suit. As of June 2012, T-Mobile supports external IPv6 access.1®!
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Network address translation

In computer networking, network address translation (NAT) is the process of modifying IP address information in

IP packet headers while in transit across a traffic routing device.

The simplest type of NAT provides a one-to-one translation of IP addresses. RFC 2663 refers to this type of NAT as
basic NAT. It is often also referred to as one-to-one NAT. In this type of NAT only the IP addresses, IP header
checksum and any higher level checksums that include the IP address need to be changed. The rest of the packet can
be left untouched (at least for basic TCP/UDP functionality, some higher level protocols may need further
translation). Basic NATSs can be used when there is a requirement to interconnect two IP networks with incompatible

addressing.

However it is common to hide an entire IP address space, usually consisting of private IP addresses, behind a single
IP address (or in some cases a small group of IP addresses) in another (usually public) address space. To avoid
ambiguity in the handling of returned packets, a one-to-many NAT must alter higher level information such as
TCP/UDP ports in outgoing communications and must maintain a translation table so that return packets can be
correctly translated back. RFC 2663 uses the term NAPT (network address and port translation) for this type of
NAT. Other names include PAT (port address translation), IP masquerading, NAT Overload and many-to-one
NAT. Since this is the most common type of NAT it is often referred to simply as NAT.

As described, the method enables communication through the router only when the conversation originates in the
masqueraded network, since this establishes the translation tables. For example, a web browser in the masqueraded
network can browse a website outside, but a web browser outside could not browse a web site in the masqueraded
network. However, most NAT devices today allow the network administrator to configure translation table entries
for permanent use. This feature is often referred to as "static NAT" or port forwarding and allows traffic originating

in the "outside" network to reach designated hosts in the masqueraded network.

In the mid-1990s NAT became a popular tool for alleviating the consequences of IPv4 address exhaustion.!! It has
become a common, indispensable feature in routers for home and small-office Internet connections. Most systems
using NAT do so in order to enable multiple hosts on a private network to access the Internet using a single public IP

address.

Network address translation has serious drawbacks on the quality of Internet connectivity and requires careful
attention to the details of its implementation. In particular, all types of NAT break the originally envisioned model of
IP end-to-end connectivity across the Internet and NAPT makes it difficult for systems behind a NAT to accept
incoming communications. As a result, NAT traversal methods have been devised to alleviate the issues

encountered.

One-to-many NATSs

The majority of NATs map multiple private hosts to one publicly exposed IP address. In a typical configuration, a
local network uses one of the designated "private" IP address subnets (RFC 1918). A router on that network has a
private address in that address space. The router is also connected to the Internet with a "public" address assigned by
an Internet service provider. As traffic passes from the local network to the Internet, the source address in each
packet is translated on the fly from a private address to the public address. The router tracks basic data about each
active connection (particularly the destination address and port). When a reply returns to the router, it uses the
connection tracking data it stored during the outbound phase to determine the private address on the internal network

to which to forward the reply.

All Internet packets have a source IP address and a destination IP address. Typically packets passing from the private
network to the public network will have their source address modified while packets passing from the public network

back to the private network will have their destination address modified. More complex configurations are also
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possible.

To avoid ambiguity in how to translate returned packets, further modifications to the packets are required. The vast
bulk of Internet traffic is TCP and UDP packets, and for these protocols the port numbers are changed so that the
combination of IP and port information on the returned packet can be unambiguously mapped to the corresponding
private address and port information. Protocols not based on TCP or UDP require other translation techniques. ICMP
packets typically relate to an existing connection and need to be mapped using the same IP and port mappings as that

connection.

Methods of Port translation

There are several ways of implementing network address and port translation. In some application protocols that use
IP address information, the application running on a node in the masqueraded network needs to determine the
external address of the NAT, i.e., the address that its communication peers detect, and, furthermore, often needs to
examine and categorize the type of mapping in use. Usually this is done because it is desired to set up a direct
communications path (either to save the cost of taking the data via a server or to improve performance) between two
clients both of which are behind separate NATSs. For this purpose, the Simple traversal of UDP over NATs (STUN)
protocol was developed (RFC 3489, March 2003). It classified NAT implementation as full cone NAT, (address)
restricted cone NAT, port restricted cone NAT or symmetric NAT and proposed a methodology for testing a device
accordingly. However, these procedures have since been deprecated from standards status, as the methods have
proven faulty and inadequate to correctly assess many devices. New methods have been standardized in RFC 5389
(October 2008) and the STUN acronym now represents the new title of the specification: Session Traversal Utilities

for NAT.

Full-cone NAT, also known as one-to-one NAT

*  Once an internal address (1Addr:iPort) is mapped to an external “"Full Cone” NAT
address (eAddr:ePort), any packets from iAddr:iPort will be Server 1
sent through eAddr:ePort. NAT
e Any external host can send packets to iAddr:iPort by sending
packets to eAddr:ePort. Sl
Server 2
(Address) restricted cone NAT
¢ Once an internal address (iAddr:iPort) is mapped to an external "Restricted Cone” NAT
address (eAddr:ePort), any packets from iAddr:iPort will be Server 1
sent through eAddr:ePort. NAT
¢ An external host (hAddr:any) can send packets to iAddr:iPort
Client

by sending packets to eAddr:ePort only if iAddr:iPort has

previously sent a packet to hAddr:any. "Any" means the port

number doesn't matter.
Server 2
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Port-restricted cone NAT
Like an address restricted cone NAT, but the restriction includes "Port Restricted Cone” NAT
port numbers. Server 1
*  Once an internal address (iAddr:iPort) is mapped to an external NAT
address (eAddr:ePort), any packets from iAddr:iPort will be p—
sent through eAddr:ePort.
* An external host (hAddr:hPort) can send packets to p
iAddr:iPort by sending packets to eAddr:ePort only if Server 2
iAddr:iPort has previously sent a packet to hAddr:hPort.
Symmetric NAT
¢ Each request from the same internal IP address and port to a "Symmetric” NAT
specific destination IP address and port is mapped to a unique Server 1
external source IP address and port, if the same internal host NAT
sends a packet even with the same source address and port but
to a different destination, a different mapping is used. Client —>( C[)
¢ Only an external host that receives a packet from an internal p—>( D
host can send a packet back. 4\\_r P—

This terminology has been the source of much confusion, as it has proven inadequate at describing real-life NAT
behavior.*! Many NAT implementations combine these types, and it is therefore better to refer to specific individual
NAT behaviors instead of using the Cone/Symmetric terminology. Especially, most NAT translators combine
symmetric NAT for outgoing connections with static port mapping, where incoming packets to the external address
and port are redirected to a specific internal address and port. Some products can redirect packets to several internal
hosts, e.g. to divide the load between a few servers. However, this introduces problems with more sophisticated

communications that have many interconnected packets, and thus is rarely used.

Type of NAT and NAT Traversal

The NAT traversal problem arises when two peers behind distinct NAT try to communicate. One way to solve this
problem is to use port forwarding, another way is to use various NAT traversal techniques. The most popular
technique for TCP NAT traversal is TCP hole punching, which requires the NAT to follow the port preservation
design for TCP, as explained below.

Many NAT implementations follow the port preservation design especially for TCP, which is to say that they use the
same values as internal and external port numbers. NAT port preservation for outgoing TCP connections is
especially important for TCP NAT traversal, because programs usually bind distinct TCP sockets to ephemeral ports

for distinct TCP connections, rendering NAT port prediction impossible for TCP.

On the other hand, for UDP, NATs do not need to have port preservation because applications usually reuse the
same UDP socket to send packets to distinct hosts, making port prediction straightforward, as it is the same source

port for each packet.

Furthermore, port preservation in NAT for TCP allows P2P protocols to offer less complexity and less latency
because there is no need to use a third party to discover the NAT port since the application already knows the NAT

port. 31

However, if two internal hosts attempt to communicate with the same external host using the same port number, the
external port number used by the second host will be chosen at random. Such NAT will be sometimes perceived as

(address) restricted cone NAT and other times as symmetric NAT.
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Recent studies have shown that roughly 70% of clients in P2P networks employ some form of NAT.¥

Implementation

Establishing Two-Way Communication

Every TCP and UDP packet contains both a source IP address and source port number as well as a destination IP
address and destination port number. The port address/IP address pair forms a socket. In particular, the source port

and source IP address form the source socket.

For publicly accessible services such as web servers and mail servers the port number is important. For example,
port 80 connects to the web server software and port 25 to a mail server's SMTP daemon. The IP address of a public
server is also important, similar in global uniqueness to a postal address or telephone number. Both IP address and

port must be correctly known by all hosts wishing to successfully communicate.

Private IP addresses as described in RFC 1918 are significant only on private networks where they are used, which is
also true for host ports. Ports are unique endpoints of communication on a host, so a connection through the NAT

device is maintained by the combined mapping of port and IP address.

PAT (Port Address Translation) resolves conflicts that would arise through two different hosts using the same source

port number to establish unique connections at the same time.

An Analogy

A NAT device is similar to a phone system at an office that has one public telephone number and multiple
extensions. Outbound phone calls made from the office all appear to come from the same telephone number.
However, an incoming call that does not specify an extension cannot be transferred to an individual inside the office.
In this scenario, the office is a private LAN, the main phone number is the public IP address, and the individual

. . [5]
extensions are unique port numbers.

Translation of the Endpoint

With NAT, all communication sent to external hosts actually contain the external IP address and port information of

the NAT device instead of internal host IPs or port numbers.

e When a computer on the private (internal) network sends a packet to the external network, the NAT device
replaces the internal IP address in the source field of the packet header (sender's address) with the external IP
address of the NAT device. PAT may then assign the connection a port number from a pool of available ports,
inserting this port number in the source port field (much like the post office box number), and forwards the packet
to the external network. The NAT device then makes an entry in a translation table containing the internal IP
address, original source port, and the translated source port. Subsequent packets from the same connection are

translated to the same port number.

* The computer receiving a packet that has undergone NAT establishes a connection to the port and IP address
specified in the altered packet, oblivious to the fact that the supplied address is being translated (analogous to

using a post office box number).

* A packet coming from the external network is mapped to a corresponding internal IP address and port number
from the translation table, replacing the external IP address and port number in the incoming packet header
(similar to the translation from post office box number to street address). The packet is then forwarded over the
inside network. Otherwise, if the destination port number of the incoming packet is not found in the translation

table, the packet is dropped or rejected because the PAT device doesn't know where to send it.

NAT will only translate IP addresses and ports of its internal hosts, hiding the true endpoint of an internal host on a

private network.
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Visibility of Operation
NAT operation is typically transparent to both the internal and external hosts.

Typically the internal host is aware of the true IP address and TCP or UDP port of the external host. Typically the
NAT device may function as the default gateway for the internal host. However the external host is only aware of the
public IP address for the NAT device and the particular port being used to communicate on behalf of a specific

internal host.

NAT and TCP/UDP

"Pure NAT", operating on IP alone, may or may not correctly parse protocols that are totally concerned with IP
information, such as ICMP, depending on whether the payload is interpreted by a host on the "inside" or "outside" of
translation. As soon as the protocol stack is traversed, even with such basic protocols as TCP and UDP, the protocols

will break unless NAT takes action beyond the network layer.

IP packets have a checksum in each packet header, which provides error detection only for the header. IP datagrams
may become fragmented and it is necessary for a NAT to reassemble these fragments to allow correct recalculation

of higher-level checksums and correct tracking of which packets belong to which connection.

The major transport layer protocols, TCP and UDP, have a checksum that covers all the data they carry, as well as
the TCP/UDP header, plus a "pseudo-header” that contains the source and destination IP addresses of the packet
carrying the TCP/UDP header. For an originating NAT to pass TCP or UDP successfully, it must recompute the
TCP/UDP header checksum based on the translated IP addresses, not the original ones, and put that checksum into
the TCP/UDP header of the first packet of the fragmented set of packets. The receiving NAT must recompute the IP
checksum on every packet it passes to the destination host, and also recognize and recompute the TCP/UDP header
using the retranslated addresses and pseudo-header. This is not a completely solved problem. One solution is for the

receiving NAT to reassemble the entire segment and then recompute a checksum calculated across all packets.

The originating host may perform Maximum transmission unit (MTU) path discovery to determine the packet size
that can be transmitted without fragmentation, and then set the don't fragment (DF) bit in the appropriate packet
header field.

Destination network address translation (DNAT)

DNAT is a technique for transparently changing the destination IP address of an en-route packet and performing the
inverse function for any replies. Any router situated between two endpoints can perform this transformation of the

packet.

DNAT is commonly used to publish a service located in a private network on a publicly accessible IP address. This
use of DNAT is also called port forwarding, or DMZ when used on an entire server, which becomes exposed to the

WAN, becoming analogous to an undefended military demilitarised zone (DMZ).
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SNAT

The meaning of the term SNAT varies by vendor. Many vendors have proprietary definitions for SNAT. A common
expansion is source NAT, the counterpart of destination NAT (DNAT). Microsoft uses the acronym for Secure NAT,
in regard to the ISA Server. For Cisco Systems, SNAT means stateful NAT. For Watchguard Systems, SNAT means
static NAT.

Microsoft's Secure network address translation (SNAT) is part of Microsoft's Internet Security and Acceleration
Server and is an extension to the NAT driver built into Microsoft Windows Server. It provides connection tracking
and filtering for the additional network connections needed for the FTP, ICMP, H.323, and PPTP protocols as well
as the ability to configure a transparent HTTP proxy.

Secure network address translation

In computer networking, the process of network address translation done in a secure way involves rewriting the

source and/or destination addresses of IP packets as they pass through a router or firewall.

Dynamic network address translation

Dynamic NAT, just like static NAT, is not common in smaller networks but is found within larger corporations with
complex networks. The way dynamic NAT differs from static NAT is that where static NAT provides a one-to-one
internal to public static IP address mapping, dynamic NAT doesn't make the mapping to the public IP address static
and usually uses a group of available public IP addresses.

Applications affected by NAT

Some Application Layer protocols (such as FTP and SIP) send explicit network addresses within their application
data. FTP in active mode, for example, uses separate connections for control traffic (commands) and for data traffic
(file contents). When requesting a file transfer, the host making the request identifies the corresponding data
connection by its network layer and transport layer addresses. If the host making the request lies behind a simple
NAT firewall, the translation of the IP address and/or TCP port number makes the information received by the server
invalid. The Session Initiation Protocol (SIP) controls many Voice over IP (VoIP) calls, and suffers the same
problem. SIP and SDP may use multiple ports to set up a connection and transmit voice stream via RTP. IP
addresses and port numbers are encoded in the payload data and must be known prior to the traversal of NATS.

Without special techniques, such as STUN, NAT behavior is unpredictable and communications may fail.

Application layer gateway (ALG) software or hardware may correct these problems. An ALG software module
running on a NAT firewall device updates any payload data made invalid by address translation. ALGs obviously
need to understand the higher-layer protocol that they need to fix, and so each protocol with this problem requires a
separate ALG. For example, on many Linux systems, there are kernel modules called connection trackers which

serve to implement ALGs. However, ALG does not work if the control channel is encrypted (e.g. FTPS).

Another possible solution to this problem is to use NAT traversal techniques using protocols such as STUN or ICE,
or proprietary approaches in a session border controller. NAT traversal is possible in both TCP- and UDP-based
applications, but the UDP-based technique is simpler, more widely understood, and more compatible with legacy
NATs. In either case, the high level protocol must be designed with NAT traversal in mind, and it does not work

reliably across symmetric NATS or other poorly behaved legacy NATSs.
Other possibilities are UPnP (Universal Plug and Play) or NAT-PMP (NAT Port Mapping Protocol), but these

require the cooperation of the NAT device.

Most traditional client-server protocols (FTP being the main exception), however, do not send layer 3 contact

information and therefore do not require any special treatment by NATSs. In fact, avoiding NAT complications is
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practically a requirement when designing new higher-layer protocols today (e.g. the use of SFTP instead of FTP).

NATSs can also cause problems where IPsec encryption is applied and in cases where multiple devices such as SIP
phones are located behind a NAT. Phones which encrypt their signaling with IPsec encapsulate the port information
within an encrypted packet, meaning that NA(P)T devices cannot access and translate the port. In these cases the
NA(P)T devices revert to simple NAT operation. This means that all traffic returning to the NAT will be mapped
onto one client causing service to more than one client "behind" the NAT to fail. There are a couple of solutions to
this problem: one is to use TLS, which operates at level 4 in the OSI Reference Model and therefore does not mask
the port number; another is to encapsulate the IPsec within UDP - the latter being the solution chosen by TISPAN to
achieve secure NAT traversal.

The DNS protocol vulnerability announced by Dan Kaminsky on July 8, 2008 is indirectly affected by NAT port
mapping. To avoid DNS server cache poisoning, it is highly desirable to not translate UDP source port numbers of
outgoing DNS requests from a DNS server which is behind a firewall which implements NAT. The recommended
work-around for the DNS vulnerability is to make all caching DNS servers use randomized UDP source ports. If the

NAT function de-randomizes the UDP source ports, the DNS server will be made vulnerable.

Advantages of PAT
In addition to the advantages provided by NAT:

e PAT (Port Address Translation) allows many internal hosts to share a single external IP address.

* Users who do not require support for inbound connections do not consume public IP addresses.

Drawbacks

The primary purpose of IP-masquerading NAT is that it has been a practical solution to the impending exhaustion of
IPv4 address space. Even large networks can be connected to the Internet with as little as a single IP address. The
more common arrangement is having machines that require end-to-end connectivity supplied with a routable IP
address, while having machines that do not provide services to outside users behind NAT with only a few IP

addresses used to enable Internet access, however, this brings some problems, outlined below.

Some!® have also called this exact feature a major drawback, since it delays the need for the implementation of
IPv6:

"[...] it is possible that its [NAT's] widespread use will significantly delay the need to deploy IPv6. [...] It
is probably safe to say that networks would be better off without NAT [...]"

Hosts behind NAT-enabled routers do not have end-to-end connectivity and cannot participate in some Internet
protocols. Services that require the initiation of TCP connections from the outside network, or stateless protocols
such as those using UDP, can be disrupted. Unless the NAT router makes a specific effort to support such protocols,
incoming packets cannot reach their destination. Some protocols can accommodate one instance of NAT between
participating hosts ("passive mode" FTP, for example), sometimes with the assistance of an application-level
gateway (see below), but fail when both systems are separated from the Internet by NAT. Use of NAT also
complicates tunneling protocols such as IPsec because NAT modifies values in the headers which interfere with the

integrity checks done by IPsec and other tunneling protocols.

End-to-end connectivity has been a core principle of the Internet, supported for example by the Internet Architecture
Board. Current Internet architectural documents observe that NAT is a violation of the End-to-End Principle, but that
NAT does have a valid role in careful design.m There is considerably more concern with the use of IPv6 NAT, and

many IPv6 architects believe IPv6 was intended to remove the need for NAT.1®!

Because of the short-lived nature of the stateful translation tables in NAT routers, devices on the internal network
lose IP connectivity typically within a very short period of time unless they implement NAT keep-alive mechanisms

by frequently accessing outside hosts. This dramatically shortens the power reserves on battery-operated hand-held
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devices and has thwarted more widespread deployment of such IP-native Internet-enabled devices.

Some Internet service providers (ISPs), especially in India, Russia, parts of Asia and other "developing" regions
provide their customers only with "local" IP addresses, due to a limited number of external IP addresses allocated to
those entities. Thus, these customers must access services external to the ISP's network through NAT. As a result,
the customers cannot achieve true end-to-end connectivity, in violation of the core principles of the Internet as laid

out by the Internet Architecture Board.

* Scalability - An implementation that only tracks ports can be quickly depleted by internal applications that use
multiple simultaneous connections (such as an HTTP request for a web page with many embedded objects). This
problem can be mitigated by tracking the destination IP address in addition to the port (thus sharing a single local
port with many remote hosts), at the expense of implementation complexity and CPU/memory resources of the
translation device.

» Firewall complexity - Because the internal addresses are all disguised behind one publicly accessible address, it is
impossible for external hosts to initiate a connection to a particular internal host without special configuration on
the firewall to forward connections to a particular port. Applications such as VOIP, videoconferencing, and other
peer-to-peer applications must use NAT traversal techniques to function.

Specifications
IEEE"®! Reverse Address and Port Translation (RAPT, or RAT) allows a host whose real IP address is changing

from time to time to remain reachable as a server via a fixed home IP address. In principle, this should allow setting
up servers on DHCP-run networks. While not a perfect mobility solution, RAPT together with upcoming protocols

like DHCP-DDNS, it may end up becoming another useful tool in the network admin's arsenal.

IETF!Y RAPT (IP Reachability Using Twice Network Address and Port Translation) The RAT device maps an IP
datagram to its associated CN and OMN by using three additional fields: the IP protocol type number and the
transport layer source and destination connection identifiers (e.g. TCP port number or ICMP echo request/reply ID
field).

Cisco RAPT implementation is PAT (Port Address Translation) or NAT overloading, and maps multiple private IP
addresses to a single public IP address. Multiple addresses can be mapped to a single address because each private
address is tracked by a port number. PAT uses unique source port numbers on the inside global IP address to
distinguish between translations. The port number is encoded in 16 bits. The total number of internal addresses that
can be translated to one external address could theoretically be as high as 65,536 per IP address. Realistically, the
number of ports that can be assigned a single IP address is around 4000. PAT will attempt to preserve the original
source port. If this source port is already used, PAT will assign the first available port number starting from the
beginning of the appropriate port group 0-511, 512-1023, or 1024-65535. When there are no more ports available
and there is more than one external IP address configured, PAT moves to the next IP address to try to allocate the

original source port again. This process continues until it runs out of available ports and external IP addresses.

Mapping of Address and Port is a Cisco proposal which combines A+P port address translation with tunneling of the
IPv4 packets over an ISP provider's internal IPv6 network. In effect, it is an (almost) stateless alternative to Carrier
Grade NAT and DS Lite that pushes the IPv4 IP address/port translation function (and therefore the maintenance of
NAT state) entirely into the existing customer premises equipment NAT implementation. thus avoiding the NAT444
and statefulness problems of Carrier Grade NAT, and also provides a transition mechanism for the deployment of

native IPv6 at the same time with very little added complexity.

3COM U.S. Patent 6,055,236 (1] (Method and system for locating network services with distributed network
address translation) Methods and system for locating network services with distributed network address translation.
Digital certificates are created that allow an external network device on an external network, such as the Internet, to
request a service from an internal network device on an internal distributed network address translation network,

such as a stub local area network. The digital certificates include information obtained with a Port Allocation
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Protocol used for distributed network address translation. The digital certificates are published on the internal
network so they are accessible to external network devices. An external network device retrieves a digital certificate,
extracts appropriate information, and sends a service request packet to an internal network device on an internal
distributed network address translation network. The external network device is able to locate and request a service
from an internal network device. An external network device can also request a security service, such as an Internet
Protocol security ("IPsec") service from an internal network device. The external network device and the internal
network device can establish a security service (e.g., Internet Key Exchange protocol service). The internal network
device and external network device can then establish a Security Association using Security Parameter Indexes
("SPI") obtained using a distributed network address translation protocol. External network devices can request
services, and security services on internal network devices on an internal distribute network address translation

network that were previously unknown and unavailable to the external network devices.

Examples of NAT software

* Internet Connection Sharing (ICS): Windows NAT+DHCP since WISSE
* WinGate: like ICS plus lots of control

* iptables: the Linux packet filter and NAT (interface for NetFilter)

e [PFilter: Solaris, NetBSD, FreeBSD, xMach.

* PF (firewall): The OpenBSD Packet Filter.

e Netfilter Linux packet filter framework
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http://www.zdnetasia.com/insight/network/0,39044847,39050002,00.htm
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natd (http://www.freebsd.org/doc/en_US.ISO8859-1/books/handbook/network-natd.html)
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